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ABSTRACT

We consider the problem of localizing a wireless client in

an indoor environment based on the signal strength of its

transmitted packets as received on stationary sniffers or ac-

cess points. Several state-of-the-art indoor localization tech-

niques have the drawback that they rely extensively on a

labor-intensive‘training’ phase that does not scale well. Use

of unmodeled hardware with heterogeneous power levels fur-

ther reduces the accuracy of these techniques.

We propose a ‘learning-based’ approach, WiGEM, where

the received signal strength is modeled as a Gaussian Mix-

ture Model (GMM). Expectation Maximization (EM) is used

to learn the maximum likelihood estimates of the model pa-

rameters. This approach enables us to localize a transmit-

ting device based on the maximum a posteriori estimate.

The key insight is to use the physics of wireless propaga-

tion, and exploit the signal strength constraints that exist for

different transmit power levels. The learning approach not

only avoids the labor-intensive training, but also makes the

location estimates considerably robust in the face of hetero-

geneity and various time varying phenomena. We present

evaluations on two different indoor testbeds with multiple

WiFi devices. We demonstrate that WiGEM’s accuracy is at

par with or better than state-of-the-art techniques but without

requiring any training.

1. INTRODUCTION

Over the past decade, the increasing use of wireless
networking has fueled the use of wireless links to localize
wireless clients in indoor spaces. This issue is increas-
ingly finding attention both from research and busi-
ness communities because a perfect, general-purpose so-
lution such as outdoor GPS has been elusive. Close
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scrutiny of available techniques reveal that more suc-
cessful techniques require a substantial ‘pre-deployment’
effort by way of creating RF maps, for example. Techni-
cally, this is equivalent to ‘training’. Fine grain RF map
creation makes localization more accurate, but requires
proportionately more effort. On the other hand, any RF
map is inherently device specific. This pre-deployment
burden that lacks generality has made these localization
techniques less appealing in practice. This paper de-
velops a new machine-learning based localization algo-
rithm, WiGEM, that removes these limitations.
Over time, two general localization approaches have

emerged in literature – (i) client-based approach [11, 10,
23, 6, 13, 24] and (ii) infrastructure-based approach [7,
14, 21, 12]. In the client-based approach, the client de-
vice measures the RSS (received signal strength) as seen
by it from various APs (access points). This informa-
tion is used to localize the client. In the infrastructure-
based approach, the network administrator can use sim-
ple sniffing devices (or APs doubling as sniffers) to mon-
itor clients and record RSS from the client transmis-
sions. This sniffed RSS is used to localize the client.
The infrastructure-based approach is more attractive
for large scale deployment, because any arbitrary client
without any specific installed application can still local-
ize itself with the assistance of the infrastructure. It is
also easier to deploy, manage and maintain.
In the discussion that follows, we specifically focus on

WiFi-based localization using an infrastructure-based
approach. WiFi is chosen because of the popularity of
WiFi devices and WiFi-based WLAN systems. But the
technique we develop is not specific to any link layer
technology. At this point we also make a distinction
between ‘learning’ and ‘training’. By ‘learning’ we ac-
tually mean unsupervised learning, whereby we auto-
matically try to estimate our model parameters from
unlabeled data. On the other hand, ‘training’ is akin
to supervised learning that in our scenario leads to sub-
stantial limitations as discussed next.

1.1 Limitations of Training

In the existing indoor WiFi localization solutions, the



first phase is a pre-deployment ‘offline phase’ or training
phase aimed at building detailed RF maps or RF propa-
gation models based on a survey of the target area. The
second phase is the ‘online phase’, where a localization
algorithm is used to provide a location estimate for an
observed set of RSS measurements from the mobile de-
vice being localized. There are three major drawbacks
of this general approach.

1. The device used during the ‘offline phase’ may dif-
fer from the target device in the ‘online phase’.
Unmodeled hardware devices operating at differ-
ent transmit power levels can introduce signifi-
cant variations in the signal patterns between the
training device and the target device. This ad-
versely affects the accuracy of location estimation
[22]. Experiments described later in this paper in-
dicate how hardware variations between four com-
mon commodity WiFi devices can significantly de-
grade the accuracy of two commonly used localiza-
tion algorithms.

2. The ‘offline phase’ itself involves labor-intensive
sampling of signal strength values at discrete loca-
tions in the target space. Again, experiments show
that location accuracy depends significantly on the
granularity of the training locations. If the train-
ing locations are sparse, the location estimates be-
come substantially poorer.

3. Static models built during the ‘offline phase’ can-
not counter time varying phenomena like move-
ment of people, changing occupancy and surround-
ings etc. Most ‘killer’ applications of indoor local-
ization would be in large shopping malls, airports,
convention centers etc., where such changes would
be routine. On the other hand, due to the rea-
son 2 above, such models are difficult to update
regularly.

1.2 Approach

We propose WiGEM, a novelWireless localization al-
gorithm that uses the Gaussian Mixture Model (GMM)
and employs Expectation Maximization (EM) to esti-
mate the model parameters. The model is initialized
using a standard radio propagation model [17, 16] and
typical constraints that exist between the received sig-
nal strengths for different transmit power levels at the
same location.
WiGEM leverages the infrastructure based approach

while eliminating any ‘pre-deployment’ effort. Packet
transmissions made by a client are received on station-
ary sniffers (or APs doubling as sniffers) that extract
the RSS and MAC id of the target client and report
this information to a central localization server. Us-
ing this information, WiGEM builds a model for the

target device and provides a location estimate. The es-
timate can be made available to the client via a simple
web-based application, for example, depending on the
intended application. But this is not a part of the cur-
rent work.
WiGEM provides several key benefits by eliminat-

ing the ‘offline phase’. First, building a model for each
target device effectively addresses the hardware vari-
ance problem. Thus, WiGEM can be used across het-
erogeneous devices, each operating at different power
levels. Second, zero ‘pre-deployment’ effort makes Wi-
GEM particularly attractive for large indoor spaces.
Third, WiGEM is a purely online algorithm: the model
parameters get updated and modified based on real-
time RSS observations. As such, WiGEM is able to
adapt to dynamic changes in the target space.
The remainder of the paper is organized as follows.

In Section 2, we survey related work in Indoor Localiza-
tion. In Section 3 we introduce WiGMM, the modeling
approach we use to localize a target device, and discuss
the parameters of the model. In Section 4 we discuss the
EM algorithm, which is used to estimate the parame-
ters of our model. Section 5 provides details on the
experiment methodology and Section 6 presents the ex-
perimental results obtained from two different testbeds.
In Section 7 we discuss WiGEM and identify items for
future work. Finally, we present our conclusions in Sec-
tion 8.

2. RELATED WORK

In this section we provide a brief overview of some of
the fundamental techniques in the field of indoor wire-
less localization. In passing, we also point out their
limitations with respect to the proposed WiGEM tech-
nique.

Calibration-free techniques: An indoor path-loss
propagation model essentially forms the bedrock for
these techniques. In RADAR, Bahl et al [2] provide a
indoor radio propagation model to calculate RSS at var-
ious locations in the building based on distance, num-
ber of walls etc. The nearest neighbor in signal space
(NNSS) metric is then used to estimate the location of
the mobile user by matching the observed RSS to the
theoretically computed signal strength values at these
locations. In [7, 14] the authors describe sniffer based
techniques for localization based on propagation mod-
els. Moraes et al [7] use a naive propagation model
to generate a ‘radio propagation map’ (RPM) at each
sniffer. They use RSS measurements between the snif-
fers and a ‘reference AP’ (APRef) to reconstruct the
RPM, either periodically or when there are significant
variations in the RSS. A probabilistic model is then
used to compute a location estimate. Lim et al [14]
consider online measurements of RSS between 802.11



APs and between a client and its neighboring APs, to
create a mapping between the RSS measure and the ac-
tual geographic distance. TIX [10] uses a similar setting
whereby inter-AP and client-AP RSS measurements are
used to perform linear interpolation for estimating the
RSS at distinct locations in the target space. Madi-
gan et al [15] propose a client-based scheme that uses
a Bayesian hierarchical graphical model. By making
the assumption that different access points behave sim-
ilarly, they develop a model which avoids the need to
know the location of the training points. While most of
these schemes are designed to be responsive to real time
changes in the environmental dynamics of the target
space, none of them model variations in client hardware
and transmission power, factors which can significantly
degrade the accuracy estimates of RSS based WiFi lo-
calization schemes.

Techniques that build RF signal maps: Several
client-based schemes and infrastructure-based schemes
rely on RF signal maps for localization. The basic ap-
proach is to have a pre-deployment ‘offline phase’ or
training phase aimed at building detailed RF maps or
RF propagation models based on a survey of the target
area. The client device is then localized by matching
the observed RSS against the signal map. RADAR-
empirical [2] was one of the first RF-based schemes to
use this model. In recent years, a number of proba-
bilistic techniques [23, 13, 11] have been proposed to
enhance the robustness of localization. For the prob-
abilistic techniques, the ‘offline phase’ corresponds to
the construction of conditional probability distributions
that map signal intensities to locations on a map. Dur-
ing the location determination phase, given a real-time
RSS signature, a probabilistic inference algorithm is
used to select the most likely location from all pos-
sible locations in the target space. As mentioned in
Section 1.1, these techniques require considerable ‘pre-
deployment’ training effort, are difficult to maintain
and update with changing dynamics in the target space
and are inherently susceptible to the hardware variance
problem [22].

Prior work on hardware variance: Tsui et al [22]
observe that hardware variance can significantly de-
grade the positional accuracy of RSS-based Wi-Fi lo-
calization systems. In fact, they note that the hard-
ware variance problem is not limited to differences in the
WiFi chipsets used by training and tracking devices, but
also occurs when the same Wi-Fi chipsets are connected
to different antenna types and/or packaged in different
encapsulation materials. The authors introduce an in-
termediate ‘online adjustment’ phase where they use
unsupervised learning to construct a signal transforma-
tion function between the training device and a new

target device. Prior work on hardware variance [11] ob-
serve a linear relationship between the RSS mappings of
several commodity Wi-Fi cards and suggest a manual
calibration effort to identify this relationship between
different cards. The ever-increasing number of WiFi
chipsets, antennas and encapsulating materials make
this manual adjustment effort impractical in real-world
deployments.
Tao et al [21] have an interesting take on unmodeled

hardware and transmission power variations. They ob-
serve that RSS is linearly proportional to transmission
power. Based on the difference in signal strength be-
tween every pair of sniffers, they suggest a weighted
heuristic to give a location estimate for a target RSS
fingerprint.

WiGEM compared to prior work: The major con-
tribution of this work is to develop an algorithm, Wi-
GEM, that eliminates the expensive ‘training’ phase.
While a similar attempt has also been made in a recent
work [6], this technique depends on the availability of
GPS feed in some indoor locations, more the better.
WiGEM does not depend on availability of GPS. Wi-
GEM can adapt to variations in transmit power across
heterogeneous devices, which makes it particularly suit-
able for infrastructure-based localization schemes. The
algorithm also ‘learns on the go’ and thus can factor in
real-time changes in the environmental dynamics of the
target space.

3. PROBLEM FORMULATION

Assume that the target space is discretized into J

locations. This can be of any level of granularity de-
pending on the desired accuracy. Finer granularity does
increase computational load, but does not seem to be a
bottleneck. There are a set of sniffers or APs doubling
as sniffers (a larger number is expected to improve accu-
racy) that report a vector of RSSs from a target device
to be localized to a server that performs the necessary
computation. The target device can be static or mobile.
In fact, mobility tends to improve performance (more
on this later). The location of the sniffers themselves
are assumed to be known with respect to which the J

locations are specified. No prior wireless measurements
are needed.

3.1 Using Gaussian Mixture Model

We use the well-known idea of mixture models in
statistics. The idea is to first make a very general as-
sumption that the target could be in any of the J pos-
sible locations with varying probabilities. Each of these
possibilities can potentially generate a distribution of
RSSs at the set of sniffers. Now, given the vector of
RSSs sniffed at the set of sniffers, the problem is to
estimate the most likely target location out of the J
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Figure 1: The distribution of RSS observed on a sniffer.

possibilities that could have generated that vector of
RSSs. Since the same device at the same location but
with a different transmit power can generate different
distributions of RSSs, an additional subtlety we handle
is that the most likely power level (actually an abstract
sense of it) is also determined as a part of the process.
This subtle addition makes the method adaptive for dif-
ferent devices having their own default power levels for
wireless transmission.
Before a more formal presentation, a key assumption

we must make upfront is that the distribution of RSS
at a sniffer (more specifically an indicator representing
RSS, commonly known as RSSI) is Gaussian given the
target device is stationary at a location and transmit-
ting at a fixed power level. The Gaussian assumption is
not uncommon in wireless link modeling [11, 7, 21]. In
fact, the log-normal shadowing model [17] is widely used
albeit in a slightly different context. To lend confidence
to this assumption on our specific hardware setup, we
have performed a set of measurements using the same
sniffer and target device hardware used in later experi-
ments. Figure 1 shows the measured RSSI distribution
observed on a sniffer in our testbed for a stationary
client transmitting at a fixed power level. The quality
of the Gaussian fit for this distribution is also shown.
The fit is very good.
The Gaussian assumption makes our approach amen-

able to well-known machine learning tools. Now, the
distribution of the RSSs on the sniffers can be repre-
sented by the Gaussian Mixture Model or GMM [18,
4] – a simple linear superposition of Gaussian compo-
nents. Nothing is known a priori about the nature of
these Gaussian and in what proportion they are mixed.
They are modeled in terms of discrete latent variables.
We describe the modeling approach below.

3.2 Latent Variables for Target Locations and
Power Levels

Assume that a J-dimensional binary random variable
x representing possible target locations. x has a 1-of-J
representation in which a particular element xj is equal
to one and all other elements are equal to 0. The values
of xj therefore satisfy xj ∈ {0,1} and

∑

j xj = 1. Thus,
there are J possible states for the vector x.

The probability distribution over x can be specified
as a multinomial

p(xj = 1) = υj , (1)

where the parameters {υj} must satisfy

0 ≤ υj ≤ 1 and

J
∑

j=1

υj = 1. (2)

Similarly, assume that a K-dimensional binary ran-
dom variable z representing Power Levels. z has a 1-
of-K representation in which a particular element zk is
equal to 1 and all other elements are equal to 0. The
values of zk therefore satisfy zk ∈ {0,1} and

∑

k zk = 1.
Vector z has K possible states.
The distribution over z is specified as a multinomial

p(zk = 1) = τk, (3)

where the parameters {τk} must satisfy

0 ≤ τk ≤ 1 and
K
∑

k=1

τk = 1. (4)

Figure 2: The GMM for our problem.

3.3 RSSI Distribution

Let s be the N -dimensional vector representing the
RSSI observed by the N sniffers in the target area. Us-
ing the chain rule of probability, we can now define the
joint distribution p(s,x, z) in terms of the distribution
p(x, z) and the conditional distribution p(s|x, z), corre-
sponding to the graphical model in Figure 2:

p(s,x, z) = p(x, z)p(s|x, z). (5)

Since x and z are independent random variables,

p(s,x, z) = p(x, z)p(s|x, z)

= p(x)p(z)p(s|x, z). (6)

Equation 6 gives us the joint distribution of p(s,x, z).
The marginal distribution of s is then obtained by sum-
ming the joint distribution over all possible states of x
and z:

p(s) =
∑

x

∑

z

p(x)p(z)p(s|x, z). (7)



Now assume that the RSSIs observed at different snif-
fers are independent. This is justified as the sniffers
are typically at disparate locations and thus the wire-
less propagation path loss can be assumed independent.
Thus, the term p(s|x, z) in equation 7 can be simplified
as

p(s|x, z) =
N
∏

i=1

p(si|x, z). (8)

Based on the Gaussian assumption made before, the
RSSI can be modeled as Gaussian random variables de-
termined by the (location, power-level) pair, so that

si|xj = 1, zk = 1 ∼ Gaussian(µi,(j,k), σi,(j,k)). (9)

This lends simplicity to our model since the term p(s|x, z)
in equation 8 can be expressed succinctly as

p(s|x, z) =
J
∏

j=1

K
∏

k=1

N
∏

i=1

N (si|µi,(j,k)), σ
2
i,(j,k))

xjzk . (10)

Note that for any given x and z only one term in the
product is actually active for all i, because the exponent
xjzk acts as a selector: xjzk = 1 for exactly one index
pair (j, k), and equals 0 for all others.
From now on, for notational convenience we define

N (s|µ(j,k)),σ
2
(j,k)) ≡

N
∏

i=1

N (si|µi,(j,k)), σ
2
i,(j,k)) .

3.4 Model Parameters

Putting equations 7 and 10 together we get the mar-
ginal probability distribution over s as

p(s) =

J
∑

j=1

K
∑

k=1

υjτkN (s|µ(j,k)),σ
2
(j,k)) . (11)

Thus we have modeled the marginal distribution of s
as a Gaussian mixture with target locations and power
levels as the latent variables. The parameters of the
model are

θ =
(

υ, τ ,µ,σ2
)

. (12)

Henceforth, we refer to this model as WiGMM. We
now use the widely popular Expectation-Maximization
(EM) algorithm [8, 5, 3, 9, 4] to estimate the parameters
of the model.

4. EM ALGORITHM

An elegant and powerful method for finding maxi-
mum likelihood parameter estimates for probabilistic
models with latent variables is the Expectation Maxi-
mization algorithm. The EM algorithm is an iterative
process consisting of two steps: an expectation step (E-
step) and a maximization step (M-step). During the
iterations, a sequence of model parameters θ0 , θ1, ....,

θ∗ is generated where θ0 is the initial parameter and
θ∗ is the converged parameter when the algorithm ter-
minates. Under typical conditions, which hold in our
model, the sequence of parameters guarantees mono-
tonic improvement of the likelihood function and al-
most always converges to a (local) maximum-likelihood
estimate.

4.1 E-step

Suppose we have a data set of RSSI observations at
the sniffers from the target device: S = { s1, s2,. . . ,sM}.
The E-step corresponds to finding the expected value
of the latent or hidden component (x and z) values
given the observed data S and the current parameter
estimates. Using this observation set and the current
parameter estimates, we find out the posterior proba-
bilities (or responsibilities) as follows.

For each observation sl,

πl
(j,k) = p(xj = 1, zk = 1|sl) (13)

=
p(xj = 1)p(zk = 1)p(sl|xj = 1, zk = 1)

∑J

p=1

∑K

q=1 p(xp = 1)p(zq = 1)p(sl|xp = 1, zq = 1)

=
υj τkN (s|µ(j,k)),σ

2
(j,k))

∑J

p=1

∑K

q=1 υpτqN (s|µ(p,q)),σ
2
(p,q))

. (14)

The posterior probability value πl
(j,k) can be viewed as

the responsibility that component (j, k) takes for ex-
plaining observation sl. We compute this measure of
responsibility for each observation in the data set S.

4.2 M-step

The M-step of the algorithm corresponds to maxi-
mizing the expected log-likelihood of the observed data.
This leads us to re-estimating the parameters for the
next iteration based on the posterior probabilities cal-
culated in the expectation step of the algorithm

υj =

∑M

l=1

∑

k π
l
(j,k)

M
, (15)

τk =

∑M

l=1

∑

j π
l
(j,k)

M
, (16)

µi (j,k) =

∑M

l=1 π
l
(j,k)s

l
i

Nj,k

, (17)

where

Nj,k =
M
∑

l=1

πl
(j,k). (18)

The variance parameter can also be updated accord-
ingly.
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Figure 3: Convergence of log likelihood for 6 different
instances of using WiGEM.

4.3 Convergence of Log Likelihood

Each update of the parameters resulting from an E-
step followed by an M-step is guaranteed to increase the
log likelihood function

ln p(S|θ) =
M
∑

l=1

ln







J
∑

j=1

K
∑

k=1

υjτkN (s|µ(j,k)),σ
2
(j,k))







.

(19)

The algorithm is deemed to have converged when
the change in the log likelihood function between two
successive iterations falls below a threshold (10−6 in
the experiments described later). Figure 3 shows how
the log-likelihood converges for six different instances of
running WiGEM. Each instance here is to localize an
Android phone on the CEWIT testbed (Section 5.2).

4.4 Handling Identifiability in WiGEM

There is an identifiability problem in this general ap-
proach that is well understood [4]. This arises because
there are U ! equivalent solutions in a U component mix-
ture model. In our case, each component is a (location,
power-level) pair. We handle the problem of identifi-
ability by using the knowledge of sniffer locations to
initialize the EM algorithm using the basic log-distance
radio propagation model [17, 16] below :

Pr(d) = G
Pt

dα
, (20)

where Pr(d) is the received power at distance d and
Pt is the transmit power. α is the path loss exponent
which is simply a model parameter. In free space α = 2,
but it typically increases somewhat in complex environ-
ments. G is a frequency and antenna dependent con-
stant. Often the above equation is expressed somewhat
differently as

Pr(d) = Pr(d0)− 10α log

(

d

d0

)

, (21)

where Pr is now expressed in decibel (dB) units. This
emphasizes that when powers are expressed in dB units

transmit power changes expressed in dB cause the same
dB change at all receivers regardless of location. In our
experiments we will use RSSI in dB units. We indepen-
dently verified (not reported here for brevity) that the
RSS measurement on our sniffer hardware is accurate
at least to the extent that a dB shift in the transmit
power does get recorded as a similar shift at the sniffer
regardless of location.

4.4.1 Initializing the Model Parameters

• υ and τ are initialized as being from a uniform
distribution over locations and power levels respec-
tively.

• For a location lj , Equation 21 gives us the theo-
retical RSSI value wij (say) at a sniffer si. The
reference power Pr(d0) is assumed to be 60 (in dB
units) at d0 = 1 meter. Note that the reference
power assumption is somewhat arbitrary. The pa-
rameter α is assumed to be 2.

We consider K values reflecting the power levels:
{

(wij −
K

2
), (wij −

K

2
+ 1), . . . , (wij +

K

2
)

}

.

The values are used to initialize the means, µi,(j,k)

of the K components corresponding to location lj
and sniffer si. We do this for every target loca-
tion in the map and for each sniffer in the build-
ing. This effectively initializes parameter µ in
WiGMM.

Note: negative values are not allowed and are set
to 0 during initialization.

• The standard deviation parameter, σ, is initialized
to 5 for each component in WiGMM (and kept
fixed to reduce computation time). This choice is
mostly arbitrary. Some previous work [21] also use
fixed values of standard deviation (σ = 12) in their
work.

4.5 Final Location Estimate

Given a real-time received RSSI vector s(obs), we can
now find the location with the highest probability. We
do this by first finding the probability for each (loca-
tion, power-level) pair and then marginalizing over the
power-levels. This gives us a probability distribution
over the possible locations inside the target space. The
location with the highest probability is returned as the
answer. Thus the estimated location index is given by
j∗, where

j∗ = argmax
j

∑

k

p(xj = 1, zk = 1|s(obs)) . (22)



(a) CEWIT

(b) CSD

Figure 4: Two testbeds for validation experiments. The
finer grids are shown (see text). The red circles repre-
sent sniffer locations.

5. EXPERIMENT METHODOLOGY

We start with a description of our system setup, in-
cluding an overview of the components of our sniffer de-
vices. We then present details about the two testbeds
where we conducted our experiments. Finally, we round
up this section by discussing the data collection process.

5.1 System Setup

As mentioned briefly in Section 1, WiGEM uses an
infrastructure based architecture. The system has two
main components: stationary sniffer devices in the tar-
get space and a centralized server running the WiGEM
algorithm. Sniffers provide overlapping coverage of the
target area (similar to WLAN APs). The server notifies
the sniffers about the MAC id of the target device, the
channel number and the listening period. The sniffers
then record the RSSI of all packets received that match
the server’s query. The recorded information is sent to
the server which then makes a location estimation using
the WiGEM algorithm.
In the current prototype, the server communicates

with the sniffer devices using in-building power-line net-
work. In the ultimate embodiment, the sniffer function-
ality could be integrated directly into the WLAN APs.
If necessary and appropriate, a localization application
can also run on the client that downloads the building

map as soon as it gets connected to the WLAN, sends
a localization request to the WLAN and shows the lo-
cation on the map.

5.1.1 Sniffer Information

We use Soekris net4801 [20] SBCs as sniffer devices
with atheros-based CM9 cards for wireless captures.
The sniffers run Pyramid Linux (version 2.6.16-metrix).
The default MadWiFi driver is used which comes with
this distribution (0.9.4.5:svn 1485).
To capture packets the standard Tcpdump tool (ver-

sion 4.0.0/libpcap version 0.9.8) is used. To obtain
signal strength information, the MadWiFi driver al-
lows a monitor mode interface to be created and con-
figured with the radio tap header support. The radio
tap header reports the SNR (in dB) as the RSSI. This
is what we use directly. Since the noise floor reported
by the cards is constant (-95dBm), the RSSI value is
also the same as the RSS (in dBm) with a constant
difference.

5.2 Testbed Details

Two different indoor testbeds are used for valida-
tion. The first building, henceforth called CEWIT,
is a research and development center at Stony Brook
University with a dimension of 65 meter × 50 meter.
The L-shaped floor comprises of several obstructions
in the form of walls of various types, glass and metal
doors, office furnitures, server-rack cabinets etc. The
second building, henceforth called CSD, is part of the
building housing the Computer Science Department at
Stony Brook University. This rectangular-shaped floor
has a dimension of 20 meter × 30 meter, and also has
walls, various partitions and office furnitures. Both
these testbeds had a continuous flux of people mov-
ing around in the building at the time the experiments
were conducted. The CEWIT and CSD testbeds use 6
and 4 sniffers respectively. See Figure 4 for the sniffer
locations.

5.3 Data Collection Methodology

We discretize the physical space in each testbed indi-
vidually using a superimposed virtual grid (Figure 4). A
side of the grid square is 2.75m for the CEWIT testbed
and 3.1m for the CSD testbed. The grid vertices serve
as the possible target locations for WiGMM. Let us re-
fer to this grid as the ‘finer’ grid. The granularity of
this grid impacts computation time and accuracy of
WiGEM, with finer granularity likely to work better.
However, there is no labor cost for data collection with
finer granularity.
Another slightly ‘coarser’ grid (5.5m side for CEWIT

and 3.3m side for CSD) is used where the vertices serve
as the ‘test’ locations. The CEWIT testbed has 45 dis-
tinct test locations and the CSD testbed has 27 distinct



test locations. The test locations are thus uniformly
distributed in each testbed. Multiple device types are
used. For each device, we transmit 200 ping packets
from every distinct test location of the corresponding
testbed. This is typically accomplished by having the
user hold the mobile device and walk across the floor of
the building briefly stopping at each marked test loca-
tion to transmit 200 ping packets. The ground truth is
noted at each location before moving on to the new lo-
cation. Note that the ground truth information is used
only for evaluation of the localization error and is not
supplied to WiGEM for training. Each ping packet is
separated uniformly apart at a rate of 1 per second. On
the server, the sequence number in the ping packet is
used to form the vector of RSSI values recorded by in-
dividual sniffers for each transmission. Thus, from each
distinct test location on the map and for each device
type, we have a set of 200 RSSI tuples. This comprises
our entire data set that we use in this paper.

5.3.1 Test Devices

Four different wireless devices are used - a Laptop,
an Android phone, an iPhone and a Netbook. The lap-
top is a Dell Inspiron 1545 running Ubuntu v9.04. The
Android phone is a Google Nexus One. The iPhone
is iPhone 3GS (iOS version 4.2.1). The netbook is a
Dell Latitude 2110 running Ubuntu v9.10. Each de-
vice uses its default driver and default power levels for
WiFi transmissions. No special setup or changes are
done on the devices related to networking or WiFi in-
terfaces. Thus, the devices use their default rate and
power control, if any. The data is collected over a span
of several days. The devices are not oriented in any
specific direction while making the ping transmissions.
The orientation is simply left to the user’s choice or
convenience.

6. EVALUATION

In this section, we present the evaluation of WiGEM
on the two different testbeds. Our test cases include
heterogeneous devices as described before with unmod-
eled hardware and power level characteristics, this pro-
viding a very realistic benchmarking. We also compare
WiGEM with respect to a simple propagation model
based scheme (that also requires no pre-deployment ef-
fort) as well as well-known, high-performing schemes
such as RADAR and Probabilistic [11, 23, 19] (they re-
quire significant pre-deployment effort, but provide the
best accuracy). In addition we evaluate how the size of
the learning data set or mobility impacts the accuracy
of WiGEM.
All reported experiments with WiGEM uses half of

the measured data set at each test location for learn-
ing and the other half for testing and validation. The
learning part reflects the typical learning process for

WiGEM. The general idea is that a typical client device
will naturally transmit multiple (likely many) packets
for its own network use. It can always be forced to
transmit some number of packets for use in localization
if it does not naturally transmit anything. The sniffed
RSSI vectors for these packets will form the learning
set to be used in WiGEM localization. The client does
not need to be stationary and is free to move about
while the learning set is gathered. In practice, we could
keep doing the EM steps and generating location esti-
mates as the device moves through the environment.
Unless otherwise noted, we conduct our experiments
across all test locations (Section 5.3). Likewise, the er-
ror distances reflect the aggregate metric across all test
locations. Two important questions now are the deter-
mination of a suitable number of power levels (K) to
use for the learning and the size of learning set. These
are addressed next.

6.1 Number of Powers Levels and Learning
Set Size
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Figure 5: Average error distance results for WiGEM as
a function of the number of power levels.

As a part of the evaluation, we determine the number
of power levels (K) that should be used for the model-
ing. Note again that the use of power levels is simply a
modeling convenience; the actual transmit power of the
device is not influenced in any fashion. Figure 5 shows
the results of the average error distance (in meters) for
the four devices across varying number of power levels
used in WiGEM. We see that the average error distance
hits a plateau afterK = 31. This is an interesting result
because it helps us bound the number of power levels
to use. We use a value of K = 45 in the subsequent
experiments.
Having fixed the number of power levels to use, we

now study how the size of the learning data set changes
the average error distance. Recall here that as part of
our data collection methodology, we have 200 RSS tu-
ples for every location on the map for each of the four
device types. This time we again divide the 200 tu-
ples into two sets: one set for learning and the other
for testing. The test set size is kept fixed at 100 RSS
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Figure 6: Average error distance results for WiGEM as
a function of the learning set size.
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Figure 7: CDF of WiGEM’s location accuracy for mul-
tiple devices.

tuples. From the remaining tuples, the learning set size
is varied from 2 tuples going up to 100 tuples. Fig-
ure 6 shows the results of the average error distance (in
meters) as the size of the learning set varies. For the
CEWIT testbed, we observe that for all the four de-
vices, the average error does not vary much as we move
from 50 training samples to 100 training samples. The
CSD testbed results converged after 10 samples itself.
The experiments that follow have been done keeping the
WiGEM learning set size at 100 and using the remain-
ing 100 samples for testing the localization accuracy.
Experiments on RADAR and Probabilistic (described
later in this paper) use the corresponding datasets for
building the RF signal map and calculating localization
error respectively.

6.2 WiGEM Accuracy With Heterogeneous De-
vices

Figure 7 plots CDFs of error distances showing how
WiGEM performs across the four test devices. For both
the testbeds, the accuracy estimates are pretty similar
for all the devices. Thus, we see that WiGEM can adapt
itself for heterogeneous devices that possibly work at
different transmit power levels. In Section 6.4, we show
how RF-signal map based techniques show substantial
degradation in accuracy owing to such hardware varia-
tions.

6.3 Baseline Comparison with a Model-based
Scheme
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Figure 8: Baseline Comparisons.

Now we analyze the performance of WiGEM with
respect to a model-based scheme that uses the indoor
radio propagation model (Section 4.4). Neither of the
techniques need pre-deployment effort. We want to ba-
sically establish that the learning technique used in Wi-
GEM is buying us something relative to a generic radio
propagation model.
The log-distance path loss mentioned in Section 4.4

is used to estimate the RSS that should be observed
at a sniffer for each grid vertex (for the finer grid) in-
side the target space. These RSS values are used to
initialize WiGEM, as mentioned in Section 4.4. The
model-based algorithm also uses these same RSS values
with a suitable metric to give a final location estimate.
Similar to [2], the model-based algorithm that we use
here uses the ‘nearest neighbor in signal space’ as the
metric of choice. Figure 8 shows the median error for
both techniques. Note that WiGEM performs better
than the model-based scheme across all device types in
both testbeds. The performance improvement is quite
substantial for the phone-based devices – with the me-
dian error distance reducing to roughly half.

6.4 Comparison with Schemes Using RF Sig-
nal Maps
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Figure 9: Comparisons on the CEWIT testbed.

We now compare WiGEM against two popular RF
signal map-based schemes that also performed well in
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Figure 10: Comparisons on the CSD testbed.

literature. We have already reviewed such schemes in
Section 2. We have picked two representative schemes
– (i) a deterministic scheme, RADAR [2], that uses the
nearest neighbor in signal space (or, an average of k

nearest neighbors) as the metric; and (ii) a probabilistic
scheme [11, 23, 19] that maintains a probability distri-
bution of the RSS values from various locations. For
the incoming RSS signature, a probability distribution
is built over the location space and a location estimate
is made. Here, we mainly follow [11], and model RSS as
a normal distribution determined by the location and
sniffer pair.

6.4.1 Evaluation Setup

For all three techniques we present here, viz., Wi-
GEM, RADAR and Probabilistic, we consider the best
location as the location estimate (and not any weighted
average of the top few locations).
As discussed in Section 1, the RF map-based tech-

niques need significant ‘off-line’ training and thus are
vulnerable to accuracy issues in realistic scenarios as
training and test devices differ. For the CEWIT and
CSD testbeds, the Dell laptop and the Android phone
respectively are used for this off-line training. All four
devices are used for testing in all cases.
Similarly as mentioned in Section 1, the accuracy of

RF map-based techniques depends on the training gran-
ularity. To evaluate its impact, we consider two sce-
narios for RADAR and Probabilistic techniques – one
‘optimistic’ and the other more ‘realistic’. In the opti-
mistic scenario, the training and testing data sets are
collected at the same physical ‘test’ locations (i.e., 45
and 27 locations in CEWIT and CSD respectively. See
Section 5.3). In the realistic scenario, the training is
done only at a subset of the test locations, specifically,
20 and 4 locations in CEWIT and CSD respectively.

6.4.2 Observations

Figure 9 and 10 show the median error comparison
between the three techniques. We make some interest-
ing observations here.

• Hardware variations is a major issue for both RF

map based techniques. When the same device is
used for training and testing and the same loca-
tions are used for training and testing, the median
error is zero. However, when the devices differ
the error jumps up dramatically. This is a critical
problem for such techniques, because device hard-
ware will vary widely in a real-world deployment.

• On the other hand, WiGEM cannot match RADAR
and Probabilistic for their most favorable case (same
device, same test locations as training). But it per-
forms at par with RADAR and Probabilistic when
devices vary. This is particularly promising be-
cause unlike RADAR and Probabilistic, WiGEM
does not have the overhead of a pre-deployment
training.

• When the granularity of training is coarse, RADAR
and Probabilistic show substantially poorer accu-
racy estimates. Thus, location estimates for such
techniques are tightly bound to the granularity of
the training effort. WiGEM is almost always bet-
ter that RADAR and Probabilistic when they use
coarser grain training. Sometimes the reduction in
error is substantial (more than half).

6.5 Impact of Mobility
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Figure 11: Impact of Mobility.

Finally, we show that the mobility of a client does
not adversely affect WiGEM’s operation or accuracy.
In fact, mobility can be helpful. The mobility issue is
important as for many practical use of WiGEM (e.g.,
indoor navigation) the client device can be continuously
moving, providing RSS samples from different locations
that may form the learning data set.
To evaluate the impact of mobility, we design the fol-

lowing simple experiment: Find the accuracy estimate
for localizing a client device transmitting from a new
location ‘x’ (meaning that the learning data set has no
samples from location ‘x’). We consider 4 mobility sce-
narios : No Mobility , Low Mobility, Medium Mobility,
High Mobility.
No Mobility is the case of a static user transmitting

from a fixed location, other than location ‘x’. Using



RSSI samples from this location, location estimates for
200 RSS tuples from location ‘x’ are computed. The
experiment is repeated with the static user exclusively
transmitting from every test location in the testbed
other than location ‘x’ (Section 5.3).
Low Mobility is the case of the mobile user who cov-

ers one-third of the test locations in the testbed, except
location ‘x’. The samples in the learning set are dis-
tributed uniformly across the locations that he covers.
We then attempt to localize the same 200 RSS tuples
from location ‘x’ as before. For Medium Mobility, the
mobile user covers two-third of the test locations in the
testbed. In the Low and Medium mobility scenarios, we
repeat the experiment 10 times with randomly chosen
test locations which the mobile user visits. High Mobil-
ity is the scenario where the mobile user covers all test
locations in the testbed except location ‘x’.
It is important to note that across all experiments,

the learning data set had a fixed size, and the test data
(200 RSS tuples from location ‘x’) was kept consistent.
Moreover in each of the two testbeds, we repeated the
experiment for ten different locations of ‘x’, chosen at
random from the set of test locations available in the
data set for that testbed (Section 5.3). We use the
Dell laptop and the Android phone for the CEWIT and
CSD testbeds respectively. Figure 11 shows the aver-
age error across all experiments for each of the four
respective mobility scenarios. Note that the average er-
ror decreases with increased mobility. Mobility during
learning clearly helps localization by providing a more
diverse set of samples.

6.6 WiGEM Running Time

WiGEM being an infrastructure based approach, run-
ning the backend computations can easily be offloaded
to server machines in the cloud. Note that the running
time for building the WiGMM for a device would de-
pend on a number of factors like the number of possible
target locations in the testbed, the number of samples
in the learning data, the number of power levels used,
the log likelihood convergence threshold etc. Table 1
shows the typical running time required to build the
WiGMM model for a single device on a single machine,
as a function of the learning data set size. This is for the
CEWIT testbed and all other parameters are same as
discussed before. The machine used is a Dell PowerEdge
SC1420 with two Intel Xeon processors. Since we have
seen that the accuracy quickly converges with increas-
ing learning set size, we anticipate that only about one
minute of running time at the beginning will be enough
to localize mobile devices. Beyond this time, accuracy
can only improve with more samples, specifically if the
device is actually mobile. Note that this time is much
better than the ‘time to first fix’ for GPS on cold start,
and comparable to the warm start.

No. of learning samples 10 20 50 100
Running time (seconds) 15 30 85 174

Table 1: WiGEM Running times.

7. DISCUSSIONS

In its current embodiment, WiGEM uses a radio prop-
agation model (Section 4.4) for initializing the WiGMM
model. For handling identifiability in our model, we ex-
ploit the typical constraints between the means of the
Gaussians at the same location for different power lev-
els. Future work can explore whether enforcing similar
constraints during run time increases the localization
accuracy. Our framework could also be used to do a
more efficient training process, whereby the radio prop-
agation model is substituted by a few carefully done
measurements. In this case, including the power of the
source into the model may increase the robustness of
the method and make it work for various devices. As
future work, we also plan to do adaptive localization by
doing learning and using the adjacency of the locations
as information to track how motion could evolve. This
seems to have been done with EM before [1] and might
be nicely combined with our technique. Additional fac-
tors like the number and location of sniffers, the size of
the grid etc., and their effect on localization accuracy
can also be explored.

8. CONCLUSIONS

In this work, we have developed WiGEM, an infras-
tructure based technique to localize a wireless client in
an indoor environment based on the RSS of its trans-
mitted packets as received on stationary sniffer devices
(or APs doubling as sniffers). WiGEM is based on a
learning-based algorithm that can learn the parameters
of a Gaussian Mixture Model dynamically from pack-
ets captured by the sniffers. By using dynamic packet
captures for parameter estimation, WiGEM can pro-
vide location estimates that are much more robust in
the face of device and power level variabilities, mobility,
and changes and reconfiguration of indoor spaces that
many training-based systems are susceptible to. The
biggest advantage of WiGEM is that there is no explicit
training phase. This saves a significant pre-deployment
effort that is also difficult to maintain and update. Per-
formance evaluations with a range of different WiFi de-
vices in two different indoor testbeds demonstrate that
WiGEM performs better than model-based techniques
and at par or better than state-of-the-art RF map-based
techniques. Of particular importance is WiGEM’s supe-
rior performance when heterogeneous devices are used
and when the RF map-based techniques have coarser
training locations.
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