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ABSTRACT throughput) is expected to provide at least 1 Gbps data rate

High data rate wireless networks (1 Gbps and up) are &d is expected to go over much longer distances.
the horizon and several standards are in the works. HoweverAs one goes for high data rates as above, the efficiency of
the task of designing multiple access protocols for suéhe MAC protocol reduces. This happens due to the following
networks is fraught with new challenges as the bandwidfgason. The per-packet MAC protocol overhead can be broadly
independent overheads dominate. We show that even wigéassified in two parts bandwidth independeaindbandwidth
such overheads are kept at a minimum, the performancedgPendenf26], [28]. The bandwidth independent part slowly
multiple access protocols can be very poor. However, perf®}ecomes substantial as one improves the physical layer data
mance can be improved significantly by splitting the giveffte. For the same packet length in bits, the transmissioe ti
bandwidth into multiple channels and running the multiplef the packet and the bandwidth dependent overhead reduce
access protocol independently on these channels. TakingPa@portionately with physical layer data rate; howeveg th
802.11-like CSMA/CA (DCF) protocol as an example wd&andwidth independent part stays the same. We will show
show via a modeling exercise how such channelization ckier that the efficiency of a 802.11 like MAC protocol can
improve performance and why it needs to hdaptive to easily be limited to only 50% with just 5 nodes if the data
traffic demand. We develop an Adaptive Multichannel (AMClate exceeds 1 Gbps. While this issue has apparently been
protocol and study its performance via simulations. noticed in simulation exercises in the 802.11VHT group [3],

In addition, we also investigate a single-chanBetended- the research community is yet to undertake the challenge of
Reservatiorprotocol in a high speed setting. Here, a senddteveloping efficient random access protocols for the vegh hi
upon winning the contention, reserves the channel for plelti Speed regime. This issue is not limited to CSMA or 802.11-
packet transmissions. We show that the Extended-Resenvatike protocols alone and can happen for TDMA protocols as
protocol performs better than the single channel 802K -liwell. However, we will limit discussions for CSMA only for
DCF protocol and is comparable to adaptive multichanné$ clear suitability for data networks.
protocol (AMC), but it suffers from an inherent unfairness The goal of our work is to find a mechanism to improve
issue due to which many nodes starve for channel access. M&C layer efficiency in the very high speed regime. For this
multichannel protocol, on the other hand, is devoid of argurpose, we investigate two potential solutions, namety, a
fairness problems. adaptive multichannel approach and an extended-resenvati

Finally, we develop a ‘scaled down’ prototype implementddased approach. We describe briefly below, why these two
tion using the USRP/GNURadio platform to demonstrate thapproaches allow for a better channel utilization in higkada
adaptive channelization can be practical using apprappied- rate networks:
grammable radio hardware and has tremendous performance
potential. Taking our modeling, simulation and experinantA. Adaptive Multichannel approach:
results together, our work shows that a throughput gain of a

factor of 2 is not unrealistic. .The. basic id_ea is to split the available singlg-ghannel band
width into multiple smaller channels. Each individual chah
|. INTRODUCTION now has a smaller bandwidth supporting a proportionately

At the beginning of this decade, many regulatory autharitislower data rate. This helps mask the bandwidth independent
worldwide (including FCC in US) set aside a large swath @fverhead. We will demonstrate this with analysis in Sedtibon
spectrum (7 GHz wide) in the 60 GHz band for unlicensddowever, such channel splitting carries its own overhead as
use. This has promoted a large number of innovations gmard bands must be used.
developing very high data rate (1 Gbps or above) wirelessAlso, such channelization must be adaptive to the traffic
link technologies for the local area. For instance, the uing demand. For example, a smaller (larger) number of channels
WirelessHD standard [5] can use up to 4 Gbps links over shony be appropriate when a small (large) number of nodes are
distances (10m) for high-definition audio/video applioa. active or when traffic demand is low (high). The challenge
The link technology actually allows up to 25 Gbps. Thé to adapt the system appropriately to ensure an optimum
upcoming 802.11VHT standard [3] (VHT stands for very higlperating point at all times.



In some ways, adaptive channelization that we pro- Third, we develop an adaptive channelization protocol and
pose is reminiscent of the subcarrier allocation problem show via simulations that just channelization is not endiegh
OFDMA [30]. However, in OFDMA a centralized entity (basébetter performance; channelization also needs to be atlapte
station) maps the available set of OFDM subcarriers intovéth varying traffic conditions (Sections 1V, V, VI).
set of sub-channels to be allocated to the active links. TheFinally, via a ‘scaled down’ prototype implementation on
mapping is done based on channel state information a@iU Radio/USRP platform, we emulate the operation of a
traffic on the links to improve the overall spectral efﬁCiEI’]Chigh-speed network and show such adaptive channelizadion ¢
and is renewed periodically in a TDM fashion. In contrastndeed be realized in practice (Sections VII and 9).

our goal is to develop an entirely distributed random accessrelated works and conclusions appear in Sections 2 and 10
model agnostic to the physical layer. The goal is to optimiz@spectively.

channel access efficiency in presence of significant barttwid

independent overhead.
Il. RELATED WORKS

B. Extended-Reservation approach:

The Extended-Reservation approach is similar to the IEEESeveral approaches dynamically allocate variable amount
802.11e standard’s ‘Transmission Opportunity’ (TXOp)tpfo of spectrum in cognitive radio basec_i n_etworks. For _example,
col [1]. Here, a sender contends for the channel in the safi¢ KNOWS system [31] develops distributed allocation tech
way as 802.11 DCF, but after winning the channel, inste&¢lU€s for contiguous time-spectrum blocks_to maximize the
of transmitting only one packet, the sender can now transrHit€ Of fragmented spectrum [32]. Spectrum is allocateddbase
a maximum of L packets, back-to-back, with SIFS period" Pre-determined traffic demands, interference criterori
separating the packets. bandwidth a_IIocated to interfering transm_|SS|ons_. Sinsjgec- _

Here we refer toL as thereservation limit The period trum allocation problems are also considered in [25], but in
of time that the back-to-back transmission ofpackets will e context of cellular dynamic spectrum access networid, a
take is called theeservation periodand this period starts € Solved in centralized fashion.
when a node gains access to the channel. A node canndfidependent of cognitive radio or dynamic spectrum access,
hold the channel longer than the reservation period. Onee feveral works in current literature study adapting channel
reservation period is over, the sender reliquinshes cbofro Width dynamically to improve different performance measur
the channel and goes into a random backoff before attemptiig13], the authors make a case for adapting the channehwidt
to transmit the next packet. in wireless networks using 802.11 networks as a case study.

This protocol can improve performance in high data ratdowever, they primarily study the impact of adapting channe
networks, since once a node wins the channel, a burstWflth on data rate, power consumption and communication
data can be sent, which has a similar effect of transmittiignge on a single wireless link. In [19], the authors study
packets of a longer transmission time, but with the benefit spectrum distribution problem in the context of 802.11
of reduced bit error rate. Unlike the DCF protocol, wher¥/LANs by providing wider channels to the more congested
there is a random backoff before every packet transmissidif’s and smaller channels to less congested ones. The ap-
the Extended-Reservation protocol (whén > 1) incurs proach is aimed more towards load balancing than addressing
only one backoff period beforé packets, thus amortizing MAC protocol overheads and can serve as complimentary to
the bandwidth-independent overhead of backoff over mieltipour approach.
transmissions. A host of multichannel MAC protocols exist in literature [7]

Though the Extended-Reservation protocol appears to [9& [16], [17], [23], [24], [27]. But they are all geared t@nds
a good candidate for high data rate networks in terms petworks with pre-configured or fixed channelization (sugh a
performance, it is obvious that for large valuesigffairness in IEEE 802.11). In general, their goal is to efficiently iz
issues arise. the channels by appropriately assigning interfering linds

Our main contributions are as follows. First, we show vighannels. In contrast, our goal here is to develop a basic MAC
analytical modeling that single channel MAC protocol isyerprotocol which adaptively selects the number of channels
inefficient in high data rate networks and both channelirati itself. The task of assigning links to channels can be done
and the Extended-Reservation protocol can provide improvgy using any of the available protocols. In this work though,
ment in performance. (Sections III uptil 1lI-E). we have not directly used any of these protocols. There is

Second, we show via modeling that if we can adaptiveBiso a significant amount of literature on channel assigisnen
channelize the spectrum based on traffic, then the Extend&af-multi-radio, multichannel networks (e.g., [21]), aslias
Reservation protocol performs poorer than the adaptive-chghannel selection for TDMA scheduling (e.g., [6]). Againey
nelization technique. We also show via simulations thatlier are orthogonal to our work and we do not discuss them here.
cases where the Extended-Reservation protocol givesrbetteThe fact that channelization can improve MAC protocol
performance, it suffers from serious fairness issues, tieweefficiency was observed originally in [18] in the context of
such a tradeoff between fairness and throughput does rgit eithernet. The authors in [26], [28] noticed the impact of
with channelization. (Section IlI-F) bandwidth independent overheads on MAC protocol efficiency



I1l. CASE FORCHANNELIZATION 2 . 1N
In an 802.11-like CSMA/CA protocol, the major bandwidth g s L
independent overhead is the backoff time that is counted in B o4 5 nodes
terms of slots. The slot size must be at least the sum of g ., 29 hodes T
2

50 nodes

maximum propagation time between two nodes, the carrier 0 100 nodes ===~
sense interval and the transmit-receive turnaround tirhe. | 5 10 15 20 25 30 35 40 45 50

. - . . . . Packet | hin sl
there is a non-negligible time synchronization error, itstrioe _ acketlengihninsiots - _
accounted for in the slot size as well. Thus. the slot siz a ig. 1.  Normalized throughput versus packet time (in sléts)a single

o “thannel 802.11-like network. Optimal contention windovwagsumed.
lower bound that is independent of data rates. The analysis i

the following subsection shows the impact of a constant slot\ye plot throughput versus packet time for various number
size on MAC efficiency at high data rates. of nodes in Figure 1 as per Equation 3. For this plot, the
A. Why Does Single Channel Work Poorly? minimum contention window siz#/ is asgumed to be_ optimal

) ] for the number of nodes and the optimal value is used to

‘We start with the widely used model of 802.11 developed Qygnerate this plot. The optimal is computed via straightéod

Bianchi in [10]. It assumes a single collision domain (séglnymerical techniques by computing the throughput for diffe
hop network) and ideal channel conditions (perfect carrigh; yajues of” and choosing the optimal for presenting in the
sensing and no capture) with the network under saturatetd |06Iot. For unoptimizedV (such as in 802.11) the performance
According to this model, in steady state, nodes transmihin & likely to be worse. Still, we note very poor throughput for
arbitrarily chosen time slot with probability. This probability very realistic range of packet times in our context. Packet

7 can be computed by numerical means given the numberipfes 1-5 slots mean efficiency between 0.4-0.6 even with an
contendersif), contention window and the maximum backoffyptimized window?

stage in the binary exponential backoff scheme.
Assume as in [10],P,. is the probability that there is at
least one transmission in a slot. Thus,

Of course, efficiency improves with larger packet sizes. But
packet sizes cannot be increased arbitrarily as packet erro
rates will increase for a given bit error rate in the undenyi

Pr=1—(1-1)" (1) Wwireless channel, for a given SINR, modulation and coding.
Also, from a more practical point of view packet coalescing t
The probability P that a transmission occurring on the channcrease packet size may not be possible depending on packet

nel is successful is given by, generation/forwarding rates from the upper layer.
P nr(l—7)n1 ~n7(l— )t 5
o P, 11 —-7) @ g Modeling Multichannel Benefit

Now, assume that the slot time is and the packet time To see the benefit of splitting the channel up into multiple
is T),. Ignore all interframe spacings and header overheadsbchannels, assume that the given channel is dividedkinto
Consider the basic access with no RTS/CTS or ACBy a smaller channels of the equal bandwidth. The above model can
straightforward application of renewal theory, the noized now be modified to compute the resulting throughput. Assume
throughput or the long run fraction of time spent in sucagssffor simplicity that transmitters choose channels randofoty

transmissions is given by, transmission and then contend on that chosen channel. Thus,
P,.P,T, on average there are now/k nodes competing in each
S = (- P,)o+ Pul, (3) channel. The transmission probabilify,., becomes
Note that the packet time in slot$){/ ) is an influential deter- P (k) =1—(1—7)V*, (4)

minant of throughput. Smaller values mean lower throughput

It is easily seen that for higher physical layer spe&fgo  The successful transmission probabilif, becomes
will tend to be smaller. This is because slot sizhas a lower
bound that is independent of speed, as we discussed before.
For example, the propagation time of RF signals at 150m is
0.5us. Carrier sense interval can easily add anothepn$).5
assuming that the fastest available A/D chips can digitiZdhe packet timel}, is now longer as each channel now has a
512 Msamples/sec and 256 samples are used to sense caféieior k smaller bandwidth. Thus, the packet timekis,, and
Thus Ius can serve as a lower bound on the slot size. Foithe normalized throughpuf(k) of each channel is given by,
1000 byte packet, the packet time igBfor a 1GBps link ,and

0.8us for a 10Gbps link. This gives ug, /o) = 8 and 0.8, S(k) = Py (k) Py(k) KT, _ ©6)
respectively. Note that these numbers are very conseevativ (1 = Pu(k))o + P (k) KT,

We have assumed a larger than average packet size.

(n/k)r(1 — 7)n/k)-1

Py(k) = P lh)

(®)

All channels being identical, the aggregated normalized
1These can be added but they generate distracting details throughput in allk channels in als®'(k).
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C. Results

In Figure 2 we present the throughptitk) as a function
of the number of channels, packet time in slot§7,,/c) and
number of nodes:. As before the range of packet time in Y e
slots has been been chosen carefully to reflect the realistic (c) Number of nodes = 25; packet
values possible in high data rate networks. We have also been time = 4 slots for single channel. .
3. Throughput vs. number of channels and packet sizedifterent
careful with the choice of minimum contention window S|z%uard bands.
W. To clearly demonstrate the multichannel advantage we
have used the optimdl’ for each choice of: and k pairs. of increase in efficiency tapers off with larger number of
While the optimal may not be achievable in a real protocol @hannels. This means that just a handful of channels can make
it may require complex estimation or adaptation that may Igesignificant performance impact.
expensive [29], from the perspective of the analytical niode
this makes the fairest demonstration of the performancefiienD- Guard Bands
of multichannel. To see this, assume that the single channeChannelization, however, comes with an overhead. When
case is already sub-optimal because of a poor choice voé divide a spectrum of bandwidth in to & channels each
W (assume, smaller than optimal). Now when we split thef width b, there should be enough guard band separation
channel but not modify the contention window, we may géfetween the channels, so that concurrent transmissiop®are
closer to the optimal as contention reduces due to chans#le on on each channel without interference. In practioe,
splitting. Thus, it will be unclear how much benefit is dueo the non-linearity of power amplifiers, radio leakage ascu
to channel spliting and how much due to a more suitabtsh each channel. The amount of this leakage determines the
contention window with split channel as opposed to singlguard band separation needed between two adjacent channels
channel. If we choose the optimal in all circumstances, theThe guard band size depends on a variety of factors includ-
comparison is clearer. ing the physical layer technology, radio design, the trahsm
In Figure 2 we have plotted the normalized through®(t) power spectral density, the channel width, the SNR threshol
as per Equation 6 versus number of chankels Figure 2(a), and the minimum separation between nodes in the network.
the packet time is fixed at 4 slots and the number of nodr®netheless, it is possible to design conservative guandba
is varied. The throughput reaches optimal (100%) when tlach that their size does not depend on the data channel.width
number of channels is equal to the number of nodes, as thgye use this conservative estimation scheme in the rest of the
is no contention and the optimum window size is 0. On the Igftaper and express guard band size as a constant fractioa of th
of the optimal point, there are more nodes and less channeigal bandwidth. Specifically, each pair of channels of wiblt
thus throughput suffers due to contention. On the right afe separated by a guard band of giz&hus, withk channels,
the optimal point, there are more channels and less nodgs1)g bandwidth is wasted in guard bands. Throughpit)
so throughput suffers as many channels remain unused. with guard bands can be computed by using Equation 6 except
Note very poor efficiency for single channel even with athat now the packet time is slightly different. It is no lomge
optimum contention window (about 0.56). In Figure 2(b)kT bUtWTP
the number of nodes is constant at 50 and the packet t|mqn Figure 3, we show plots similar to Figure 2 except that a
and the number of channels are varied. Note again that t@nstant guard band (1% of the channel bandwiglttis used
small packet time, the single channel efficiency is very poahroughout. An additional plot with varying guard band vt
For example, for small packets (1 slot), it is about 0.3%s also presented. Note that the guard band indeed makes an
However, efficiency rapidly increases with increase in nembimpact on the performance with larger number of channels. Fo
of channels. For example, the efficiency increases by 5Q%ample, even with 1% guard band, 24% bandwidth is wasted
with just 5 channels and doubles with 20 channels. The ratg 25 channels. Unless guard band is too small, both too few
_— . o and too many channels hurt performance. Thus, depending
In Figure 1 similar performance with different number of eeds not . .
surprising. It is an artifact of the use of optimal windowgtie 9 in [10] also on the actual packet sizes the optlmal number of channels are
has a similar observation. typically small (more in the order of 10 rather than 100). &lot
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Normalized Throughput

3.75 % (WiFi). -----*
5
0 . .
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also from Figure 3(a) that the channel efficiency never resch o :
100% due to the guard band wastage. os |1/ (-

Note that, some radio technologies like OFDM [8] does not
require guard bands between adjacent channels. In suck, case
channelization will lead to much better performance bermsfit
shown in Section llI.
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E. Modeling the Extended-Reservation protocol

—@—PacketTime = 2 slots
0.2 PacketTime = 4 slots

Next, we model another effective technique that provides e eretTi < e
better channel utilization than the 802.11 DCF in very high o ——PacketTime = 16:ots
speed networks. The idea here is that once the sender node ¢ — L
wins the channel, it can send a maximumiopackets back- bW e e @ M s e e e e
to-back, (instead of just one packet), with SIFS period leetw
the packets Fig. 4. Normalized throughput versus Reservation Limit faickets of

Note that this approach needs acknowledgement (Acmgferent sizes. The number of nodes is 25 and optimal cdiotenvindow is
packets to be sent by the receiver after every data pac eumed'
sent by the sender. Without ACK packets after every dag@main. Hence, once a node starts a successful transmission
transmission, collisions cannot be detected and no remediawill be able to transmit all the L packets.
action can be taken. But if ACKs are used in the protocol, 7. stands for the the average amount of time that is wasted
senders can detect collisions when ACKs do not arrive amdth collisions, and hencel. = T, + Tac.. Note that we
they can then release the control of the channel to prevetie not multiplying L here td}, + Ta.,. This is because, in
any furthur wastage. Thus, we assume that ACKs are usedgirsingle collision domain, collisions can happen only at the
this protocol. More specifically, an ACK packet is sent by thérst packet. Thus, after first packet gets collided, theidet!
receiver after every data packet reception. senders will not send further packets in the reservation and

The sender, after gaining access to the channel by winnifgjease the channel. Only one Data/ACK exchange is wasted
a contention, reserves the channel for a maximun @fack- in collisions.
to-back Data/ACK handshakes. The sender sends the firshote thatP;,. and P; are computed in the same way as
packet, waits for SIFS to hear an ACK, if it receives ahefore.

ACK, it sends the next packet, and this process continuéts unt We use the above model to get some idea about the
a maximum ofL back-to-back Data/ACK handshakes haveerformance of the Extended-Reservation protocol. Inhal t
been accomplished. Here we defingeservation periodas results, the contention window has been optimized in oraler t
the time it takes forl, back-to-back Data/ACK handshakes tdind the true degree of performance benefit that is provided by
be accomplished with SIFS between packets. The reservatiB@ protocol. It is important to note that when the Reseovati
period begins when the sender gains access to the channdlimit (L) is 1, then we have the same case as the ordinary

If at any point within the reservation period, the sendeB02.11 DCF protocol.
after sending a packet does not receive an ACK within SIFSIn Figure 4 we have evaluated the performance of
period, then it assumes a collision and releases the charifi€l Extended-Reservation protocol for different Reséomat
immediately. The sender will also double its contention-wir-imits and packet times. Here, the number nodes is fixed to 25,
dow, and contend for the channel again. Other nodes whillis varied along the x-axis and the change in the normalized
be able to sense the channel idle for more than SIFS peridgoughput, as L varies, is shown for packet transmissioesi
(i.e.,DIFS), and will be able to continue counting down thepf 1, 2, 4, 8 and 16 slots. Looking at the graph pertaining to
backoff counters. packet time = 1 time slot, we can see that as L increases,

In order to model the Extended-Reservation protocol wiffie normalized throughput increases, and as L becomes very
ACKs enabled, we have again used a slight modification fge, the normalized throughput reaches a limit of 0.5. In
the Bianchi's Model. The Saturated Normalized Throughpffct, for packet time of 1 slot, we have an upper bound of
for this protocol, given a Reservation-Limit(L), is givey:b ~ 50% channel utilization. This result is as expected, bezaus

as L becomes large, we will eventually have a single node
PoP.LT reserving a channel and sending packets for a very long time,
tr . . .
(0= Pojo £ PPl + Pl = PT. (7) and since we have.a paf:ket time of 1 time slot, half of the
" reeTs " s/ne long reservation period will be wasted in ACKs, and only half

Here, T, is the average amount of time for which theof the reservation period will be spent in useful transnoissi
channel is sensed busy after a successful transmissists) sthlote that here collisions are not going to cost much, sirfce, i
henceTs = L(T, + Tacx), WhereT, is the transmission time a collision happens then only two slots will be wasted - one
for a packet andl's.; is the time taken by an ACK. Note for the packet transmission, the other for waiting to reeein
that 7), + Tac is multiplied by L to getT, , because, we ACK, (which the sender does not receive). As we increase
are assuming ideal channel conditions and a single cailisib unboundedly, we will experience an approximately 28%

Reservation Limit(L)

S =




increase in performance for packet size of 1 time slot, when
compared with the ordinary DCF protcol.

One very important thing to note here is that even though,the T

—-L=1

network throughput reaches the ideal throughput of the chan

~E-L=2

~h—-L=4
=L =8

nel as L increases, the network suffers from serious fasrnes

—H=L=16

issues. Such high throughput is obtained by starving aladbst

~o-L=32

L =64

the nodes except 1. (We will present results showing urgasn

- ——L=128

in the Extended-Reservation protocol in Section 11I-F2.)

AMC (gb = 0%)

——AMC(gb = 1%)

Normalized Throughput
°
n
7
|

Similarly, in Figure 4 with packet times of 2, 4, 8 and 16 we - AMC (gb = 2%)
can see a similar behavior, and in all the cases, as L in@ease 0': Micin 5%
the throughput increases, and as L becomes very large, the DM om oM R E e m e -
throughput reaches the idealized throughput, howevereat th
expense of fariness amongst nodes. Also it is observed that
for a given L, as the packet size increases, the throughgat al
increases. This is because with larger packet sizes, teeteff
of the time spent in backoff is hidden by longer periods of
useful transmssion after the backoff.

For all the packet sizes we can see that the Extended-
Reservation protocol with L greater than 1, performs better
than 802.11 DCF.

(a) Normalized throughput for the Extended-Reservation
and AMC protocols vs varying number of nodes.
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F. Extended-Reservation Protocol Vs. Adaptive Multictenn

=®=(AMC Thru )/ (LR Thru with L =32)

In this section we evaluate and compare the network per-
formance of a protocol that wikdaptthe number of channels
according to the traffic. With such a protocol, for a given
number of nodes and packet size we will be able to split the
single channel into that number of channet)(which will
provide us the optimal throughput.

Recall that given a certain number of nodes, packet size
and guardband, just splitting the channel into any number
of channels does not necessarily give us the best possible we B Gua‘::"band:zcm:"‘:(%l A
throughput. If we split the avaliable bandwidth into less or
more thank* channels, then we will not be able to get the
best possible throughput in the network. For example, from
Flgure 2, we can see that for 5 nodes, PaCket time of 4 tlr't_l%. 5. Performance Comparision between Extended-Resmrvand AMC
slots, and 0% guardband, we get the optimal throughput whgstocols. In both the figures the packet time is 1 time slot.
we split the single channel in to 5 smaller channels of equal
bandwith. However, 5 channels will not provide the optimaif the the AMC protocol with guardbands of 0% uptil 10%.
throughput if we have, for example, 10 nodes instead of Bere the packet time is 1 time slot, and optimal contention
For 10 nodes and packet time of 4 slots, we get the optimaindow is assumed in all cases.
throughput if we split the channel into 10 smaller channels. We see that the ordinary 802.11 DCF protocol (case of L

Note that in order to find the saturated normalized throughd), gives the worst normalized throughput, for all numbker o
put of the AMC protocol, we use equation 6, however, now farodes,n. We can also see that as L increases, the throughput
a given number of nodes, guardband, and packet time in sinfge the Extended-Reservation protocol increases,buthesa
channel, instead of, we will use the corresponding optimallimit of 0.5 for all n. (The reason for this has been explained
number of channelsy*. Moreover, we modify the equation before). Now, if we look at the AMC protocol, we can see
slightly in order to account for ACKs and guardbands. Singbat the AMC protocol with guardbands of 0 to 3 percent,
the modification is trivial, it is not shown here. even uptil 100 nodes, outperforms the Extended-Reservatio

In the discussion below, we will compare the AMC protocagbrotocol. (Even if the “Extended-Reservation” protocol is
and the Extended-Reservation protocol, both in terms operating with very large Reservation-Limits (L), whiclusas
performance and in terms of fairness. the throughput obtained by this protocol to come close to the

1) Throughput Comparision: In Figure 5(a), we are com- single channel’s ideal throughput).
paring the channel utilization of both the techniques. We The reason for this is that with the AMC protocol and
vary the number of nodes along the x-axis, and we plot tisenall guardbands, we usually esglitting the channel into
throughput of the Extended-Reservation protocol with Lngei multiple channels, and it is done in such a way, that we
1, 2, 4, 8, 16, 32, 64 and 128. We also plot the throughpoot only have a smaller number of nodes competing in one
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(b) Ratio of normalized AMC throughput to normalized
Extended-Reservation throughput vs varying guardbands.
Number of nodes is fixed to 25.



subchannel, (which is a factor in the reduction of the backahe horizontal line crossing at 1.0, then the AMC protocol is
penalty), but also the number of channels is chosen in susbrforming better, but if the curve goes below the red line,
a way, that the penalty incured by the guardbands is ald®n the Extended-Reservation protocol with the assatiate
kept at a minimum. Moreover, with small guardbands, the performing better. We can see that uptil a guardband of
optimal number of channels for a givenis also more. If we 4%, the AMC protocol is always performing better than the
compare this with the best case for the Extended-Resenvatiextended-Reservation protocol, even when L is very large.
protocol, we are going to see that obviously, even for the cad/e can see that when AMC protocol operates on a network
of two nodes, the Extended-Reservation protocol will dosgor with huge guardband (uptil 10%), then it still performs bett
because with the Extended-Reservation protocol, everggbacthan Extended-Reservation protocols with Reservationitsim
transmission is taking one time slot, and then we have 1 staftuptil 4, but performs worse than Reservation-Limits ¢geea
wasted due to an ACK. With the AMC protocol, and smalhan 4.
guardbands, the packets will take a longer time to transmit, Thus, we can see that the AMC protocol with small guard-
(proportionate tok*) and thus reducing the penalty incurrecdbands perform better than even the best case of the Extended-
by ACKs. For example, with 0% guardbarid is usually Reservation protocol. However, with guardbands of 4% and
equal ton, and thus, a separate channel is allocated for edobyond, we can see that we can find Reservation-Limits,
sender. Since we are assuming optimal contention windowgh which the Extended-Reservation protocol would perfor
and saturated load, the senders always transmit, and theybetter. However, now we are going to show that usually the
not go into a random backoff. Note that for here we are n&ixtended-Reservation protocol faces fairness issuesthieut
having any wastage due to guardbands. Here each packetaige type of problem is not seen in the AMC protocol.
going to taken times longer time to transmit. However, we 2) Fairness Comparision: In the subsection IlI-F1, we saw
can see that we are not having a normalized throughput of 1h@t the Extended-Reservation protocol reaches the ideges
for all n, because we face ACKs overhead, buidacreases, channel throughputas L grows large. We also showed that with
we can see that the normalized throughput goes very claggardbands of 4% , the Extended-Reservation protocol with
to 1.0, because larger means more channels, and , hencBeservation-Limit of 16 or more, will outperform the AMC
proportionately longer packet times per channel, whichkmaprotocol. However, now we are going to show that this higher
the time taken by the ACKs. throughput of the “Extended-Reservation” protocol comes a

We should also note that as the guardbands increase tie expense of reducing fairness in the network. If L becomes
AMC performance degrades, since now more portion of tivery large, then 1 node is going to occupy the channel for a
bandwidth is not usable. Moreover, the optimal number ®fry long period of time and starve all other nodes, deshie t
channels £*), for a given number of contenders, decreasefjct that other nodes have an equal priority to get a share of
as the size of the guardband increases. This will not ortlye network. Such a tradeoff between throughput and fasrnes
cause smaller packet times than network setting wheris  is not experienced by the AMC protocol even with guardbands
larger, but smallek* would also cause more nodes to competef uptil 10%.
on a subchannel, which will inturn cause a larger contentionIn order to study fairness, we developed a smiulator for the
window, and hence we will have more time spent in backoffExtended-Reservation protcol. We also developed a simulat
Therefore, as the guardbands increase the performance offtit the AMC protocol. (Please see Sections IV and V for
AMC protocol degrades. details). We are assuming an optimal contention window and

But still, we can see that the AMC protocol uptil guardpacket time of 1 time slot in the single channel setting. We
bands of 4% performs better than the "Extended-Reservatignn both the simulators for an equal amount of time and under
protocols with the Reservation Limits of uptil 16 packetssaturated load.
If the Reservation-Limits go beyond 16, then we can seeln Figure 6(a), we vary the number of nodeg @long the
that the Extended-Reservation protocol outperforms theCAMx-axis and we plot the Jain’s Fairness Index for the Longer
protocols of more than 4% guradbands. Moreover, with 108%eservation Protocol with the Reservation-Limit (L)beihg
guardbands, the AMC protocol performs better than th 4, 8, 16, 32 and 128. We also represent the Jain’s Fairness
Longer Reservation protocol with the Rervation Limit of IdanIndex for the AMC protocol with guradbands of 0,1,2,4,6,8
2 data/Ack handshakes. However, with Reservation-Limits and 10 percent. The Jain’s Fairness Index [20] is defined
4 or higher, the Extended-Reservation protocol perfornigbe below:
than AMC protocol with guardbands of 10% or higher. 5

In Figure 5(b) the number of nodes have been fixed to 25, Jain'sFairnessInder = M (8)
and the packet time in single channel is assumed to be 1. UDIIEH
We find the ratio of the throughput of the AMC protocol, Here,z; stands for the throughput of nodeandn stands
for a given guardband, to the throughput of the Extendefibr the total number of the nodes in the network.
Reservation protocol, for a given L, in order to observe that If the Fairness Index is close to 1, then the network is in the
uptil what point does the AMC protocol perform better thabest state in terms of fairness. Now, if we look at Figure 6(a)
the Extended-Reservation protocol. Each of the curves vig can see that for the AMC protocol, for uptil 100 nodes, and
realated to a separate Reservation Limit. If the curve izy@abdor all guardband percentages, the Fairness Index is abose t



network, but one node occupying the channel for 'L’ data/Ack

handshakes.
IS Such type of unfairness, cannot be seen with the AMC
MR o protocol even with large guradband sizes. If we look at the
5o SRS o AMC protocol with 0% guardband, as the number of nodes
£ L4 N — T increase, the fairness index remains approximately cotsta
g ::\ ~—— e The reason for this is that with 0% guardband the optimal
£ on T —— | e number of channels is equal tg and in average one node
g — e is assigned a seperate channel. Hence, all nodes get an equal
o o4 share of the bandwidth. With guardbands greater than 0%, we
o Ave e =10%) can see that as increases the Fairness Index decreases by a
e slight amount. The reason for this is that, due to the linttat
umber of nodes (n) X
imposed by the guardbands, we cannot have a channel per
(a) Jain’s Fairness Index for the Extended-Reservation sender as: grows large. Therefore, with large, we have
protocol and AMC protocol Vs. varying number of . .
nodes. The Extended-Reservation protocol is evaluated Several_ nodes assigned tO_ the Same_ chgnngl, which caqses
for L =1,2,4,8,16,32,64 and 128. The AMC protocol is contention, and we get a slight reduction in fairness. Despi
evauated for guardbands of 1,2,4,6,8 and 10 percent this, we can see that uptil 100 nodes and 10% guradband

the AMC protocol maintains a fairness index of more than
approximately 0.95.

In Figure 6(b) we have fixed the number of nodes to 25, and
we have bar graphs that represent the Jain’s Fairness Index f
the Extended-Reservation protocol and AMC protocol, with
different Reservation-Limits and guardband sizes, respady.

As, we can see for all the AMC cases, the fairness index is
close to 1.0. Which means that the AMC protocol provides
an equal share of the bandwidth to all nodes. However, with
the Extended-Reservation protocol, the index value drsfs a
increses. For example, when L = 4, we see that approximately
30% of the nodes suffer from unfairness, and when L = 128
we see that 60% of the nodes suffer from unfairness.

From Figure 5(b) we can see that for the case of 25 nodes,
L needs to be at least greater than 4, in order to provide a
better throughput than the AMC protocol with greater than

(b) Jain's fairness index for the Extended-Reservation 4% guardband. However, it is undesirable to use the Extended

protocol and the AMC protocol for the case of 25 nodes. Reservation protocol, with L greater than or equal to 4 here,
Fig. 6. Fairness Comparision between Extended-Resenvatid AMC since as shown _in Figure 6(b), at least 30% of the nodes will
protocols. In both the figures the packet time is 1 time slot. suffer from unfairness.

Going back to figure 6(a), we can see that when the number

This means that even uptil 100 nodes and huge guardbargfspodes is 50 or more, then even the Extended-Reservation
every node is given an equal share of the network. If wsrotocol, with small Reservation-Limits become unusalble i
look at the Extended-Reservation protocol, we can see that are concerned about fairness. We can see that with L =1,
as L grows large, the Fairness Index drops. In fact, for anydnd the 50 nodes case, we will have 30% of the nodes facing
greater than 1, the fairness in the network becomes poaer thunfairness, and with L=4 we have 41%, and with L = 128 we
the ordinary 802.11 DCF. This happens because, as L groyem see that 72% of the network face unfairness. We can see
large, one node transmits packets for even a longer periodtiedt L=4 and more becomes undesirable:ifs equal to 20
time, despite that there are other nodes in the network witbdes or beyond.
the same priority that are waiting to transmit their packets Thus, we can conclude here, that for the saturated case, and
can see that when L becomes very large, (and we acheivpagket size of 1 time slot, the AMC protocol performs better
high throughput close to the ideal single channel throughpihan the Extended-Reservation protocol, for small guardba
as shown in Figure 5(a) ), the fairness index comes closer(® to 3 percent), even if we have a large network and
the worst case of /n, for a givenn. This happens because, ashe Extended-Reservation protocol is operating with large
L grows very large, there is just one node that is transngiftinReservation-Limits. We can see that in order for the Extdnde
but other nodes starve. Reservation protocol to outperform the AMC protocol with 4%

Moreover, we can see that as the number of nodes increaggardband, the Extended-Reservation protocol must aperat
for a given 'L, the fairness decreases also. The reason feith L greater than or equal to 16. However, we can see from
this is that now we have more nodes wanting a share in thé), that with L= 16 or greater the fairness in the network

Jain's Fairness Index




reduces undesirably, espicially with larger number of sodeper-cycle negotiations, requiring them to transmit manytc
A similar argument holds for AMC protocols of guradbandpackets. This issue has been studied in depth [27].
uptil 10%. In fact, with more nodes in the network, we can see We propose an Adaptive Multi-Channel (AMC) MAC proto-
that even the case when L=1, becomes untolerable, in teroos that mimics our modeling of multichannel operation ie th
of fairness. previous sections. In particular, the protocol has theofeithg
The results above show that there exists a tradeoff betwegenperties:
throughput and fairness in the Extended-Reservation podto 1) The available frequency band is adaptively divided
If fairness is not important to some extent then we can use the  into a near-optimal number of channels. To enable this
Extended-Reservation protocol, with appropriate Resiemna the radio interface on each node is capable of changing
Limits instead of AMC with guardbands greater than or equal  center frequencies and channel bandwidths on the fly,
to 4% in order to get a higher throughput. But, if fairness within the given frequency band.
amongst nodes must be practiced at all times, even at the cost) Each node has only onbalf-duplex physical radio
of throughput, then, the AMC protocol is the right protocw! t interface for data packets. This makes interface costs
use. reasonable. However, we do assume a high degree of
In the rest of the paper, we assume fairness should be capability on the part of interface (see below). When
maintained at all times, and hence, we will disregard the  transmitting, the node can only transmit in one channel.
Extended-Reservation protocol, from this point onwards. The node also has a half-duplex control interface and
a low bandwidth control channel in the simplest imple-

IV. ADAPTIVE MULTICHANNEL MAC PROTOCOLS . . .
mentation of the protocol. However, as will be discussed

BACKGROUND . . . .
) in Section V-B these are not strictly required.

A. Need for Adaptation 3) The data interface has a very general reception ability.
The preceding analysis demonstrates that channelization i  Let us refer to the ordered set of tuplexenter fre-
effective in improving efficiency for high data rate wiredes guency, bandwidth of each channel as a channel con-
networks. The analysis shows that an optimum number of figuration. Assuming that the maximum possible split is
channels exists depending on the operational paramefers. |  k-way, there aré possible channel configurations, with

there is no guard band wastage, the optimum number is equal 1,..., & channels. Thus, there can bg:+1)/2 possible

to the number of contending nodes. The optimum number is  channels in the system. We assume that the interface is
smaller when guard band is non-zero. Thus, a mechanism to able to receive on all possible(k + 1)/2 channels at
adapt the number of channels with the number of contending the same timé. This ability (i) removes the need for
nodes is useful. We will describe a simple protocol for informing the receiver about the channel to be used

channel adaptation in Section V. In spirit, the idea of clenn before transmission, and thus eliminates a significant
adaptation is somewhat similar to the adaptation of coment control overhead; (ii) allows for correct packet recep-
window in CSMA protocols [29]. It is a hard problem as it tion always (barring collisions and channel errors) by
requires sophisticated estimation mechanisms to estithate reducing the deafness and multichannel hidden terminal
number of contenders. Fortunately, some degree of sucasss h  problems [17] and (iii) allows different nodes to have
been reported in literature [11], [12]. In the simplest fdimase different channel configurations for transmissions and
techniques track the collision probabilify by continuously still packets may be received correctly.

measuring idle times, successful transmit times, busygime 4) The onus of channel selection is purely on the sender.
and unsuccessful transmit times. Using the estimated \alue For the purpose of our study here, we assume a simple

p, number of nodes can be estimated from [10]. We will use scheme where the sender selects a channel randomly and

a similar methodology in estimating the number of contegdin then contends and transmits only on that channel. This

nodes when evaluating our protocol in Section VI. happens for each packet transmission.

5) When not transmitting, the interface always listens on
all channels and keeps a population estimate on a con-
As discussed in Section I, there is a host of multichannel  tinuous basis. As indicated before, techniques available

MAC protocols in current literature. But they are all geared  in literature to build such population estimates can be

for networks with pre-configured or fixed channelizationc{su used [11], [12].

as in IEEE 802.11) and thus most of them are not suitable

for adaptation. Negotiation-based protocols such DCA ,[27]V- ADAPTIVE MULTI-CHANNEL PROTOCOL: OPERATION

MMAC [24], LCM-MAC [17] that utilize an out of band In this paper we will only study a distributed protocol that

mechanism (e.g., a control channel or a synchronized tim@rks in a single collision domain (single cell). While siag

period for control) to negotiate the channel to be used fopllision domain is a limitation of our current study, ourajo

transmission can be used, but need to be suitably modified to _ o _ _

support channel adaptation. Also, these protocols suften f OS/:iE:’gt%ty[gifmplmentanon witlt=5 using software radios has been shown

a severe bottleneck prOblems in their out of band meChaninghese problems arise in several multi-channel protocoetsalise nodes

(control channel or control period) as they do per-packet edn listen to only one channel at any instant [17].

B. Protocol Design Background



in this work is to explore the opportunities in channeliaati B. Discussions

for high data rate networks — rather than promoting SpeCIf&:ontrol Channel BottleneckAs observed in prior work [27],

protocol_s, scenanos_or archltectures_. ) the control channel has the potential to become a bottleneck
The simplest version of the Adaptive Multichannel (AMC), e ysed in multichannel operations. While this is true for
protocol that we will study here uses a low bandwidth Contrﬂlegotiation-based protocols like DCA [27], bSMART [32] etc
channel and a separate control interface. The protocol usggc goes not send explicit control messages for negotiation
minimal control traffic to communicate certain status imf@F - oo rdination between senders and receivers for transmis

tion (see below). As will be c_hscussed in Sectlor_1 V-B, both thjons. control packets are used only for merging, splitting
control channel and control interface are not strictly 1sseey. beaconing actions that are not frequent

Deafness and Multichannel Hidden TerminBeafness occurs
in a multichannel protocol when a sender does not know the
state of its receiver (transmitting or ready to receive)][17
In AMC, all nodes are always listening to all channels (ex-
Eept when actually transmitting). This helps address deain
Multichannel hidden terminal arises when a node switches
kiilf] channel to transmit on another channel, but it does not
ow the ‘state’ of that new channel, i.e., possible ongoing
. - Yransmissions in the interference neighborhood [17]. But i
of k is sufficient .for .the nodes to learn what channels are C, a node always knows the state of all channels (except
use for communication. for periods when it is transmitting).

The split and merge operations are implemented by broad- . .
. mprovements and ExtensiorS8everal alternative approaches
cast SPLIT and MERGE control packets in the control chan- : -
o re possible around the same basic idea presented above.
nel. These broadcasts can be initiated by any node when fhé .
. o . . For example, control channel and control interface are not
optimal channelization according to the current popufatio

estimate (aggregate in all channels) does not match w Hictly needed. It is possible to send the control packets i
ggregate n : . . ™Mb data channels instead. The downside is that nodes which
the current channelization. If the population estimatenjs

o . . ,are busy transmitting will miss these packets (due to the
then the analysis in Sections Ill and IlI-D can prov'd%alf-duplex assumption). Also, we have studied the AMC
the corresponding optimal number of channéls(n). This ' X

. . rotocol only for a single collision domain operation. For
becomes the threshold for ‘merge’ and ‘split’ operatiorfs. P y 9 P

the current channelization, is less thark*(n), then the node (r;wu;gg:;:o_lh;ui)sn d(;)sr;illr;str:a?lg;;;rfe%rt S'gﬂf'of;hrgu,itelﬂv%r
should ‘split’; if k£ is greater thank*(n), the node should b P P

‘merge’ use dif.ferent cha}nnel configurations for qptimal throu_ghpu
' Thus, it is possible that some nodes might ‘see’ different

The SPLIT and MERGE packets ensure that all nod@pannel configurations being used by different nodes in the
can keep track of the current number of channels usgthighborhood. This is not necessarily a problem if nodes
To provide a degree of fault tolerance against lost contrgle assumed capable of receiving packets simultaneously in
packets, each node also periodically broadcasts the durrgf possible channel configurations as indicated before in
number of channels (according to its own information) tlglou section Iv. It is, however, possible that overlapped chisne
BEACON packets on the control channel. Upon receivinge created due to different channel configurations used by
such BEACON packets a node changes its understandingy@ferent nodes. This may introduce unintended interfeeen
the current channel configuration to the minimum of its OWR control channel based protocol with suitable optimizasio
information and the value contained in the BEACON. Thigan gjleviate this effect and lead the system to its optimal
minimizes the ‘period of vulnerability’ only to the interva performance goal. We leave this design as an open question
until the next successful BEACON reception. Note, howeveynq g topic of our future work.
while during this period different nodes can use different
channel configurations for transmission, packet recepon VI. SIMULATION RESULTS

still possible because of the assumption that nodes caiveece e have developed a slotted-time discrete event simulator
in any channel in all possible configurations. Also see thg simulate the AMC and fixed channel multichannel pro-
discussion on multicell operation in Section V-B. tocols. While the analysis in Sections Il and IlI-D shows
Use of randomness can prevent synchronous behavior dne theoretical limits of the possible improvement due to
thrashing. For example, more than one node can otherw@®nnelization, the simulation results can show the real im
broadcast SPLIT messages almost back to back based onptevements possible when adaptation overheads are akso tak
same estimate causing the channels to be split more thato account. We compare our AMC protocol to a simple fixed
necessary only to merge back momentarily. Much of thesaultichannel (FMC) and single channel CSMA protocols.
are matters of details and can be fine-tuned for a givaime fixed multichannel protocol is similar in most aspects to
architecture. our AMC protocol except that it does not adaptively change

A. Protocol Operation

The protocol is centered on two basic operations: ‘spli
and ‘merge.’ Given ak channel configuration, the ‘split’
operation moves the system to the 1 channel configuration.
The ‘merge’ operation does the opposite. Since the availal
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Fig. 7. Simulation comparison of the AMC protocol with fixedultichannel (FMC) and single channel protocols (25 nodesket time = 1 slot, guard
band width §) = 1% of total bandwidthB).

the channelization, and all nodes channelize the spectruniFigure 7(c) exposes the weakness of the AMC protocol in
into the same number of channels. A comparison with fixddat it relies on estimation of number of nodes and adapts
multichannel protocol helps illustrate the need for adeptirelatively poorly when on-off periods are small while the ag
channelization with varying traffic. The FMC protocol has gregate offered load is the same. The performance diffiatent
parameterk, which denotes the number of channels. is seen to be almost 25%. However, its performance relative

We use an ‘on-off’ traffic model for each node indicating® single channel remains high.
bursty (on) periods alternating with silence (off) periodike
periods are exponentially distributed with chosen mearisiwh
are set equal in the all results reported here. Note that thdn this section, we demonstrate the advantage to be gained
analysis in Sections Ill and 1lI-D has used saturated traffifrom adaptive channelization using a prototype implemen-
Thus, the simulation results always do not directly coroesp tation on a 6 node software radio-based network. We use
to the analysis results. the GNURadio/lUSRP platform [2], [4]. While this platform

A single collision domain is assumed and no channel errr by no means high data rate, our ‘scaled-down in speed’
is modeled. Every node generates packets of constant siFglementation still demonstrates the following.

VIl. SOFTWARE RADIO IMPLEMENTATION

for its neighbors during its on period. Exponential backoff(i)
mechanism is used by every node for control as well as
data transmissions, with a maximum of 6 backoff stages (i.e.

m = 6). The minimum contention window for each channel

is optimized for the population estimate of that channel (as

discussed in Section V). A simple table (pre-computed)

lookup achieves this. We vary the number of nodes, guard
band width, and the mean on and off periods. The following

We show that in the USRP/GNURadio platform the slot
time must be in the order of tens of milliseconds for
an effective implementation of a CSMA protocol. This
means that with the highest feasible data rate in this
platform (1Mbps), packet time in slotg(/o) is quite
small even for reasonably large packets (e.g., in the order
of a few KBs or smaller). This opens up the possibility
of a performance boost via channelization.

parameters are used whenever otherwise not specified:tpadi@ We show that adaptive channelization is feasible and

time in slots {},/0) is 1, the guard band size is 1% of the
single channel bandwidtt, both mean on and off periods

effective on this platform with some careful engineering.

In the following we describe the relevant details of the

are 1000 slots and the number of nodes are 25. platform and experimental results.

Figure 7 shows the aggregate throughput in packets/slot
from fairly long simulation runs with varying parametersA. Prototype Platform
FMC-k denotes the fixed multichannel protocol withchan- GNURadio [2] is an open source software development plat-
nels. Evidently, AMC beats any FMC protocol or the singlgorm that provides several signal processing blocks nacgss
channel protocol almost always. On average, the improveme# implement software defined radios using low-cost RF hard-
over single channel is about 100%. While FMC protocols teRgare and general purpose computers. The Universal Software
to do better than single channel, they are almost alwaysepooradio Peripheral (USRP) [4] is the most commonly used RF
than AMC. hardware along with GNURadio. The USRP motherboard has

In Figure 7(a) FMC protocols have higher throughput with high-speed analog to digital converters (ADCs) and 4 high-
increasing number of nodes because of the increase iniefecspeed digital to analog converters (DACs) which are corgect
offered load. AMC also has higher throughputs with incnegsi to an FPGA. The FPGA, in turn, connects to a USB2 interface
number of nodes, but offers relatively stable behaviorg®in and thereby to a host computer. The baseband samples are
channel performance does not change as it is always unttansferred between the the USRP motherboard and the host
saturation. In Figure 7(b), we note that with larger guanddsa computer using the USB2 interface.
AMC is even more preferable. FMC protocols can offer very Daughter boards implementing the RF front end can be
poor performance if the guard band wastage is large. AMC pgugged in on the motherboard. Daughter boards have direct
always able to choose the appropriate channelization #r thccess to the ADC and DAC converters. For our prototype im-
best throughput. plementation, we have used the RFX2400 daughter board [4]



that operates in the 2.3 — 2.9 GHz band, though the methods
described below are general for any frequency band.

Receive and transmit channel widths can be changed in
gnuradio bydecimationand interpolation In the USRP, a
user-controlled parameter called the decimation rate @n b
changed from 4 to 256 (in multiple of 2), allowing us to tune
to channels of width in the range of 62.5 KHz — 8 MHz when
using GMSK modulation (that we use in our study). Similarly,
the interpolation rate parameter can be changed from 4 to 512
(in multiples of 2), allowing us to send data in channels of
width in the range of 62.5 KHz — 16 MHz, when using GMSK
modulation.

Normalized Throughput
Normalized Throughput

nnnnn

Normalized Throughput

(c) Guard Band = 180 KHz

B. CSMA Protocol Implementation Fig. 8. Throughput vs. number of channels and packet sizadifterent
In our implementation, carrier sensing is done in software §ua’d bands.

the host computer using raivand@ samples from the USRP. 15 our experiments should be viewed as ‘scaled-down in

The I and @ samples are magnitude-squared and a movidgeeq, but still with a real limitation of slot size, albeitie
average ofl? + Q? is compared with a carrier sense thresholg) a different artifact.

to detect the presence of carrier in any given channel. &arri
sense threshold is tuned for each channel used to provide a VIII. EXPERIMENTAL EVALUATION

100% accuracy in carrier sensing in our testbed. Using thisThe 6 GNU Radio/USRP nodes in our testbed are grouped
mechanism, we developed an 802.11-like CSMA based MAfio 3 sender-receiver pairs. The nodes are deployed in such
protocol without RTS/CTS and ACK. a way that for any given channel configuration, (i) a single
The time domain/ and @ samples from the ADC need collision domain is created on every channel, but (i) there
to be transferred to the host machine from USRP through tReno adjacent channel interference even with a zero guard
USB interface on the receive side, and vice versa on the senggnd. This topology gives us an opportunity to evaluate the
side. This transfer delay is dependent on the decimati@nmat henefit of channelization for different guard band widthseD
USRP (which determines the channel width). USB block sizg processing limitations in the host machine used in ourset
and number of USB blocks in the buffer also introduce delayie maximum usable bandwidtB without any underrun or
These delays present ‘blind spots’ for carrier sensing,[1%verrun in USRP is 1 MHz. We choose the center frequency
[22], when a potential interferer is transmitting, howewer at 2.5 GHz to avoid interference from other wireless devices
potential sender cannot sense the carrier. The slot timé mggerating in the unlicensed 2.4 GHz band. Three different
be carefully chosen so that it exceeds the ‘blind spot’ delayhannel configurations are used by dividing the 1 MHz channel
In our implementation, we use channel widths varying frofmto 1, 2 and 3 subchannels. (Further division is meaniisgss
200 KHz to 1 MHz and our measurements show correspondiggr testbed can have at most 3 transmitters.) The actuahwidt
delay range from 30 ms to 8 ms. We choose a slot time gf the channelst) depend on the guard band sizg (o be
32 ms — slightly higher than this maximum time to ensure thgted. As noted before, GMSK modulation is used with spectral
samples are available for carrier sensing decision. efficiency of 1 bps/Hz providing 1 Mbps nominal throughput
Backoffs are counted in slots. The minimum contention winp the entire band.
dow size is always chosen as the optimal using a table look-ugn the benchmarking experiments reported below, each
following the model in Section Ill. Exponential backoffsear sender transmits back-to-back UDP packets (indicating sat
used as before. urated load) for 60 seconds and the throughput is measured
Limitations: Before we go forward we caution the readesat the corresponding receiver. The throughput is normdlize
about the limitation of the experiments: (i) The number ab the nominal channel bit rate of 1 Mbps for presentation.
contending nodes are either statically fixed or told by aclera Repeating the experiments at different times showed little
in our experiments. Population estimation procedure ate R@riation and thus confidence intervals are not shown.
implemented. (ii) The Ethernet interface serves as therabnt ) o
channel. It is relatively fast and effectively error-fregii)y A Fixed Channelization
Receivers are told by the oracle when and which channel toHere we study the benefit of fixed channelization in different
receive on. Thus, any cost due to multichannel receptionamulated high speed networks by varying the packet length.
not evaluated. However, any overhead of channel switching As before, packet length is presented in terms of packet time
the sender or receiver is captured. (iv) Of course, the et t (when using single channel) counted in slot time, i%./o.
(32ms) is several orders of magnitude larger than 802.11&ligure 8 shows the aggregated normalized throughput when al
(9us and 2@s, respectively), which in turn again orders othree senders transmit simultaneously using 1, 2 or 3 chi&nne
magnitude larger than the our target slot size (approxipatéVith 1 channel, all senders are on the same channel. With 2
of 1us). However, this is purely due to the hardware limitatiorthannels, one sender is on one channel and the other 2 are on



5 . channel configuration takes as much as 500ms in our testbed.
S T W W e Synchronization via the Ethernet (for implementing thecta
§ o bassads? o o seass * | and control mess_agg;) also adds to this Iaten.cy. But overall
g e X % boooo AMC performs significantly better than any fixed channel
z o J T X s, configuration as it matches the number of contenders to the
é o2y > G number of channels.
2 0 3 Channels —&
ooy T IX. CONCLUSIONS ANDFUTURE WORK
Fig. 9. Benfits of adaptive channelization compared to fixeahaelization. In wireless networking literature, use of multiple charsnel
(Packet time = 1 slot time. Zero guard band.) to improve throughput performance is not new. However, in

the other channel. With 3 channels, they are all on separ}ﬂ@ paper we hav_e offered a refreshing viewpoint. _In regime
channels. We show results for 0 Hz guard band, a moder Rere the bandwidth independent overheads dominate esing|

size guard-band of 90 KHz and a large guard band of 180 K jannel performar_lce suffe_rs, with effi_cienc_y often f"?‘".‘”g
For each channel configuration, throughput improves low 50% even with an optimal contention window. Splitting

expected with increase in packet length. Since the comtenti '€ vailable channelinto multiple smaller channels hapt
windows are optimized based on the number of contendiffgfitid! to improve performance considerably. We have shown
nodes, there is zero overhead leading to a very high effigient{>iN9 realistic numbers that high data rate wireless nétsvor
For any specific packet length, there is a sizable improveméh CPPS and up) definitely falls in this regime. However,
in channel efficiency due to channelization. With zero guat§® Number of channels to use depends on the number of
band, there is monotonic increase in throughput when mdi@ntending nodes. Thus, the channelization must be agaptiv
channels are used. Figure 8(b) and 8(c) show however that fH{tsS issue is further complicated by use of guard bands.

rate of improvement decreases with guard band size andyfinall W& have developed an Adaptive Multichannel (AMC) pro-
throughput goes down with more channels when guard balqgo! that adapts the number of channels to use based on an

wastage become significant. The experience here quaé[ﬁtivestimation of the number of contenders. Simulation results
follows the modeling experience in Sections 11l and 11I-D. show an often factor of 2 performance improvement relative

to using a single channel. We have further demonstrated the

B. Adaptive Channelization viability of the AMC approach using a software radio testbed

Now we study the benefits of adaptive channelization cortising the GNU Radio/USRP platform. Experiments using 3
pared to fixed channelization as well as using a single chanrdiks and upto 3 channels show a similar scale of performance
We have implemented the AMC protocol using the Etherngaprovement without any additional spectrum use.
as the control channel. Due to the limitation of the current Note that multichannel protocols are not the only solution
hardware, the receivers tune to only one channel where toethis problem. One other potential solution we invesgdat
sender will transmit, as told by an oracle. Due to the aboi® the Extended-Reservation protocol. Here, a sender, upon
limitation, population size is also not estimated, but theles winning the contention, will send: data packets back to
learn about the number of contenders via an oracle. Thdssck, instead of one data packet. This will amortize the cost
oracles are implemented by a combination of scripting amd bandwidth independent overheads over multiple packet
broadcast communication on the Ethernet. transmissions. We have modeled this protocol and compared i

We use specific traffic pattern to demonstrate the power afainst the adaptive multichannel technique. The reshte s
adaptive channelization. The first sender starts transgiett that as the guard band size increases, the performance of mul
Os and ends at 180s. Similarly, the second transmitterririasis tichannel approach as compared to the reservation approach
from 30s to 150s and the third transmitter transmits frolmecomes worse. However, using the Extended-Reservation
60s to 120s. When transmitting, all senders transmit back-protocol comes at a cost of losing fairness amongst nodes.
back UDP packets as before. Note the above pattern me#yes show that generally even if 4 packets are sent back to
that traffic ramps up at intervals of 30s, from 1 to 2 tdack, then at least 30% of the nodes suffer from unfairness.
3 senders, and then ramps down similarly again. FigureA$ the number of packets that are sent back to back increase,
shows the aggregate normalized throughput computed evidrg network suffers from greater unfairness, and eventuall
5s along a timeline, when using three different fixed channeécomes untolerable. But unlike the Extended-Reservation
configurations and also using the AMC protocol. AMC almogirotocol, with the adaptive multichannel protocol the fin
always gives close to 100% throughput as nodes try to occuipyrness index remains very close to 1.0, even with large
individual channels leading to zero backoff (recall agan-c number of nodes, and huge guardbands. We have shown
tention window is optimized) and no bandwidth independettiat with guardbands between 0% and 3%, even if we have
overhead. There is indeed some degradation in throughpptil 100 nodes, the adaptive multichannel case wins ower th
when channels are split and merged (at 30s,60s,120s &dended-Reservation protocol, in terms of both throughpu
150s). This happens exactly when the number of contendarsl fairness. Since, the Extended-Reservation protoé@rsu
change and there is a change in number of channels. Changeam serious fairness issues, as L grows large we have looked



at the multichannel approach in more detail to understand [i£3] J. Shi, T. Salonidis, and E. Knightly, “Starvation Mjtition Through
potential instead of the reservation-based approach.

Our future work will also consider extending the AMGCyy
protocol for multihop/multicell operation and more retéis
evaluations on higher speed platforms, specifically fawysin
addressing the receiver capability issues. Finally, theecu
work considers only uniform channel splitting. Non-unifor
channels may provide better load balancing [19] and is worf!
exploring.
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