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ABSTRACT
Accurate interference models are important for use in trans-
mission scheduling algorithms in wireless networks. In this
work, we perform extensive modeling and experimentation
on two 20-node TelosB motes testbeds – one indoor and the
other outdoor – to compare a suite of interference models
for their modeling accuracies. We first empirically build and
validate the physical interference model via a packet recep-
tion rate vs. SINR relationship using a measurement driven
method. We then similarly instantiate other simpler models,
such as hop-based, range-based, protocol model, etc. The
modeling accuracies are then evaluated on the two testbeds
using transmission scheduling experiments. We observe that
while the physical interference model is the most accurate, it
is still far from perfect, providing a 90-percentile error about
20-25% (and 80 percentile error 7-12%), depending on the
scenario. The accuracy of the other models is worse and
scenario-specific. The second best model trails the physi-
cal model by roughly 12-18 percentile points for similar ac-
curacy targets. Somewhat similar throughput performance
differential between models is also observed when used with
greedy scheduling algorithms. Carrying on further, we look
closely into the the two incarnations of the physical model –
‘thresholded’ (conservative, but typically considered in lit-
erature) and ‘graded’ (more realistic). We show via solving
the one shot scheduling problem, that the graded version can
improve ‘expected throughput’ over the thresholded version
by scheduling imperfect links.

Categories and Subject Descriptors
C.2.1 [Network architecture and design]: Wireless com-
munication; C.4 [Performance of systems]: Measurement
techniques.

General Terms
Measurement, performance.
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1. INTRODUCTION
Practical approaches for modeling interference on wire-

less links are critical for understanding wireless network be-
havior. Fundamentally, the MAC layer protocol must be
able to schedule transmissions on links in an interference-
free fashion. There are several interference models that have
been considered in the literature and used in transmission
scheduling studies. They vary from oversimplified range-
based models to fairly realistic SINR-based physical mod-
els [11]. The general research approach in most cases has
been to carefully balance the modeling realism with a spe-
cific research goal, e.g., achieving a performance bound (in
algorithmic studies) or making a practically viable imple-
mentation (in testbed studies). However, there is a general
lack of understanding of the accuracy of various interference
models, or how much a less accurate model hurts in trans-
mission scheduling, or whether the SINR-based model can
be made 100% accurate in a practical setting. Our work
addresses this gap by developing a practical, measurement-
driven methodology. To the best of our knowledge our work
is the first systematic experimental comparison study of wire-
less interference models from the point of view of TDMA
transmission scheduling.

Our general approach is as follows. For the purpose of
concreteness in evaluation, we choose TDMA transmission
scheduling [20,27,32] as the MAC layer model.1 We specifi-
cally target motes and 802.15.4-based low-power sensor net-
works. While many sensor network applications use periodic
communications with low data rate, it is not unusual to have
traffic bursts in response of certain triggers (e.g., in target
tracking applications). Nodes near the sink can often be con-
gested as they multiplex many flows. Also, many emerging
applications (e.g., those involving imaging, acoustic, seismo-
logical and physiological sensors) do need to support high
throughputs [9]. We expect our experience in interference
modeling on 802.15.4-based motes platforms will benefit the
sensor networking community. We do, however, expect that
the general experimental methodology would be applicable

1A question can arise: why not CSMA? In CSMA, the
MAC protocol must also be modeled adding to the com-
plexity. Also, the important questions there are different, as
the CSMA protocol per se does not assume an interference
model unlike TDMA. Our work in the past indeed has shown
such an approach, but for an 802.11 networks [14]. We will
consider CSMA-based sensor networks in the future.
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Figure 1: Block diagram summarizing the experi-
mental steps in the paper.

for a variety of wireless networks, though actual results could
vary depending on specific radio characteristics.

We consider several interference models popularly consid-
ered in literature. For example, in the hop-based model, in-
terference is specified relative to the communication graph [26].
In the range-based model, any node within certain geograph-
ical distance from a receiver is assumed to interfere. In
the protocol model [11], a distance-based relationship exists
between the intended sender-receiver pair and any poten-
tial interferer. More recently, researchers have started using
SINR-based models. These models are also called physical
models [11]. While physical models have been used in the
design of cellular (one-hop) networks for a long time [24],
their use in multihop networks for protocol design is fairly
recent [6, 10,18].

Physical models require special attention. Unlike the other
models – physical model is not ‘pair-wise.’ In physical model,
a set of nodes transmitting simultaneously may potentially
cause enough interference to disrupt an ongoing transmis-
sion, while each node transmitting individually may not be
able to do so. Also, the physical model introduces a no-
tion of ‘graded’ interference, while many other models use
a notion of ‘binary’ interference, i.e., interference either ex-
ists or it does not. This will play an important role in our
evaluations.

1.1 Overview of Approach
Our work in purely measurement-based. We use the TelosB

motes-platform [19] that uses the Chipcon CC2420 radio
with the 802.15.4 PHY layer [31]. Our broad evaluation
approach is as follows. See Figure 1 for a block diagram.

1. We instantiate each model separately using a three
node setup (sender, receiver and interferer). This in-
cludes the physical model and all pairwise models.

2. We put the physical model through an extra valida-
tion step – validating for use with multiple interfer-
ers, diverse transmit powers and multiple overlapping
channels. The physical model requires this step as it
is supposed to be independent of these three concerns.
(The other models are pairwise and do not consider

multiple interferers. Also, they have to be instantiated
separately with different transmit powers and channels
using step 1 above.)

3. We evaluate modeling accuracy for all models for trans-
mission scheduling use. This step essentially uses a
random sampling study using random matchings. This
step brings out a new insight about the physical model
– the ‘graded’ version of the model is more accurate
than the commonly used ‘thresholded’ version.

4. We use actual TDMA scheduling experiments for fur-
ther comparison across models. Here, we go through
two sets of experiments. First, we use traditional greedy
scheduling techniques for all models for scheduling all
network links following a given demand vector. This
step, however, cannot use the ‘graded’ physical model
as algorithms are yet unknown for this. Thus, we show
the benefits of this model with an exhaustive search
using a simpler, one-shot scheduling experiment.

Two 20-node testbeds are used for most validation and eval-
uation, except that a 3-node testbed is used for initial model
creation. The testbeds are referenced along with specific ex-
periments in Figure 1. We will start with a description of the
experimental platform in Section 2. The rest of the paper
is laid out in the above sequence. The appropriate section
numbers are noted in Figure 1 for the benefit of the reader.

2. EXPERIMENTAL PLATFORM AND
SETUP

We use TelosB motes [19] that use CC2420 radio [31].
The radio is is compliant with the IEEE 802.15.4 [12] PHY
layer standard in the 2.4 GHz ISM band and operates at the
nominal bit rate of 250 Kbits/s. The radio provides some
flexibility in terms of choice of frequency and transmit power
that has been quite useful in our work. A custom MAC layer
is implemented to enable TDMA transmission scheduling.
The necessary details about our setup is described below.

2.1 Channels
The CC2420 radio can operate in various frequency chan-

nels of 5 MHz bandwidth in the 2.4 GHz ISM band. Channel
switching in CC2420 can be done dynamically in steps of 1
MHz [31]. This gives us the capability to create partially
overlapped (i.e., interfering) channels useful to study inter-
channel interference in wireless networks [17]. We use three
such channels in this work and we refer to them as chan-
nels fA, fB , and fC , with center frequencies 2480 MHz, 2479
MHz and 2478 MHz respectively. These frequencies are cho-
sen specifically because they do not overlap with the 802.11
channels in the region of the world where the experiments
were done. These channels overlap by various degrees. Note
that given the radio restrictions (5 MHz channel bandwidth
and center frequency set at 1 MHz intervals) we can use only
3 channels to experiment with partially overlapped channels.
A further shift of the center frequency creates orthogonal
channels (i.e., center frequencies 3 MHz or more apart). We
have experimentally verified them as non-interfering2 and
thus they are not useful here. We conducted most of our

2This observation is also supported by the transmit spectral
mask values mentioned in the radio datasheet [31].
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Figure 2: (a) Topology of the indoor 20 mote setup for -32.5 dBm transmit power. Links shown have at least
99% PRR. This results in average degree of about 9. (b) CDF of RSS values observed in this testbed for
different transmit powers used. (c) A picture of the indoor deployment environment.

experiments on a single channel (channel fA). For multi-
channel experiments, we tuned the receivers to channel fA

and sender/interferers to one of the 3 channels depending
on the experiment.

2.2 Received and Transmit Powers
The CC2420 radio provides a measure of the received sig-

nal strength (RSS) in dBm, which is an estimate of signal
strength averaged over 32 bit periods (128µs) and is contin-
uously updated. This value can be either read directly from
the RSS register or obtained from the metadata in the re-
ceived packet. Since packet reception is not always possible
for weak signals, we read the RSS from the register period-
ically to obtain signal strength even when the packet is not
received.

The CC2420 datasheet [31] specifies that the transmit
power can be programmed between -25 to 0 dBm in 8 steps.
But we verified experimentally that the power levels can be
varied at a finer scale from -32.5 to 0 dBm.3 Thus, we have
the choice of picking from a wide range of power levels.

2.3 MAC Layer and Measurement Process
We have implemented a simple TDMA protocol in TinyOS-

2.0 [2] in which motes transmit at designated time instants
without performing carrier sensing or backoff as in the de-
fault MAC implementation in TinyOS. We achieve time syn-
chronization between nodes in the testbed as follows. One
mote outside the testbed is directly connected to a laptop via
USB. This mote and laptop combination is loosely referred
to as the ‘base station’ (BS). The base station is positioned
in such a way that all network motes can directly talk to the
base station using the maximum transmit power (0 dBm).
This is the power the base station also uses. The base sta-
tion periodically (500 ms intervals) transmits ‘beacons’ that
the motes use to synchronize their clocks. For multichannel
experiments, we have used multiple motes in different chan-
nels on the base station so that beacons can be transmitted
on all channels.

Since much of our work is related to concurrent transmis-
sions and TDMA scheduling, we have also implemented a
32 KHz precision timer to achieve low jitter between the
actual and the scheduled transmission start times across
motes. This is necessary to observe capture effect since cap-

3This undocumented feature was confirmed by the mote
manufacturer [1].

ture depends upon the arrival times of overlapping transmis-
sions [33]. If a receiver synchronizes its radio to a stronger
signal, a late arrival of weaker signal does not affect the
stronger signal reception. But in the converse case of stronger
signal arriving later, both transmissions can be lost. To
avoid this case, the stronger signal must arrive no later than
the synchronization time, i.e., the duration of the start frame
delimiter (SFD). This time is 128 µs for CC2420. We have
experimentally observed that the maximum jitter in trans-
mission start times in our setup is less than this value.

The base station also acts as a command and control cen-
ter for the network for the measurement process. Any mea-
surement activity in the testbed is initiated by broadcast
‘command’ message(s) from the BS. The command message
contains specific instructions for each node and the nodes
then start the necessary ‘activity’ (RSS measurements, packet
transmissions etc., possibly at the scheduled time instants as
indicated in the command). Similarly, when the ‘activity’ is
over (the period of activity is pre-determined), the BS mote
sends ‘poll’ messages to motes to collect measurement data
one at a time. These protocols are fairly straightforward
owing to one-hop connectivity between the base station and
motes and we do not describe these details here.

It is important to note that care is taken so that all mea-
surements are done within the timing beacon interval so that
the beacon do not interfere with the measurements. But
they are repeated in different beacon intervals for obtaining
desired confidence levels.

2.4 Experimental Setups
We use three different experimental setups in this work.

They vary in size, transmit power, area of deployment and
deployment environment.
Testbed with 3 motes: This consists of three nodes – one
receiver, one transmitter and one other transmitter acting as
an interferer. This setup is used for instantiating the various
interference models we compare in this work. The receiver is
kept stationary and the positions and transmit powers of the
transmitter and interferer nodes are varied to cause various
interference patterns at the receiver. This testbed is used
in a large indoor area for the physical interference modeling
in Section3. For modeling the pairwise models in Section 4
it is moved to the same environment that the model is used
(i.e., one of the two environments below).
Indoor testbed with 20 motes: This setup consists of
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Figure 3: (a) Topology of the outdoor 20 mote setup for 0 dBm transmit power. Links shown have at least
99% PRR. This results in average degree of about 8. (b) CDF of RSS observed in this testbed. (c) Google
Maps image of the parking lot environment where the testbed was deployed.

a static 20 motes testbed deployed indoors in a quiet office
environment. The 20 motes are placed in a random fash-
ion on a 7.5 ft long, 6 ft wide tabletop (Figure 2(c)). Since
this testbed is exercised the most, the motes are powered
through their USB interface from power outlets for conve-
nience. Transmit powers from the lower range are chosen
for this setup according to the area of deployment. This
enables multiple simultaneous transmissions without mak-
ing the resulting network graph too sparse. The resulting
network topology for the testbed when a transmit power of
-32.5 dBm is used is shown in Figure 2(a). The average
degree of the nodes in the network graph comes out to be
about 9. The cumulative distribution function of received
signal strength (RSS) observed at receivers of all 380 links
for three different transmit powers is shown in Figure 2(b).
These are the three power values that would be used later in
our experiments in this testbed.Also the CDF of aggregate
data is shown. This shows that the RSS is well distributed
over a range.
Outdoor testbed with 20 nodes: The final setup con-
sists of 20 motes placed outdoors in an open parking lot.
(See Figure 3(c)). This testbed was temporarily setup on a
weekend when there were sufficient empty spaces. The nodes
are placed in a grid like topology as shown in Figure 3(a)
for convenience. These motes are powered through batteries
since there is no easy way to power them through USB in an
outdoor environment. While the previous tabletop testbed
uses transmit powers from the lower end, this setup uses the
highest possible transmit power, 0 dBm.4 The cumulative
distribution function of received signal strength (RSS) val-
ues observed at receivers of all 380 links for this setup is
shown in Figure 3(b).

We end this section with a note on power. We have
noticed that use of battery power reduces transmit range.
This might mean that the transmit power set by the pro-
gram is not the transmit power actually used, depending

4The setup and choice of powers are somewhat related.
For an interference study, we need a setup where there are
enough concurrent transmissions possible on some links, as
well as there are enough opportunities of interference on
others, both individual and cumulative. Otherwise, there
is a possibility of arriving at trivial conclusions. This can
arise when the network is very sparse where many concur-
rent transmissions are possible with little interference, or
when the network is very dense where hardly more than one
transmission possible at a time.

on power sources. Thus, it will not be appropriate for the
reader to compare range and related data across experimen-
tal testbeds, as we have used different power sources in dif-
ferent cases (USB/mains and battery). However, range and
related parameters are profiled separately for the indoor and
outdoor scenarios. So, these differences do not play any role
in our results.

3. BUILDING PHYSICAL INTERFERENCE
MODEL

The physical interference model describes the success prob-
ability of a transmission (modeled in terms of packet recep-
tion rate or PRR) when one or more interferers are con-
tributing to the interference at the receiver of the intended
transmission. If S is the signal power received at the in-
tended receiver from the sender, N is the noise power at
the receiver and ΣI is the sum of the interference powers
experienced at the receiver caused by the group of interfer-
ers (transmitting concurrently), the model predicts the rela-
tionship between the bit error rate (BER) and SINR, where
SINR = S

ΣI+N
. This relationship depends on radio prop-

erties such as modulation. The packet error rate (PER) is
directly related to BER and depends on coding. The packet
reception rate (PRR), a quantity we will evaluate directly, is
simply 1 − PER and thus again is directly related to SINR.

Typically, the PRR vs. SINR curve makes a sharp tran-
sition from low to high PRR values with increasing SINR.
The rising part of the function has been described as the
transition region in [36]. Since scheduling applications need
a ‘binary’ model, the curve is typically ‘thresholded’ and
is described as a step function changing from 0 and 1 at a
specific value of SINR, called the SINR threshold or capture
threshold. This variant of the physical model is henceforth
referred to as thresholded physical interference model. The
original model will be called the graded physical interference
model.

3.1 Modeling with Single Interferer
To build the physical model, one needs to find the PRR

vs. SINR relation. We do this empirically by simply taking
many measurement samples of S, I and N for the three node
setup (Section 2.4) – sender, receiver and interferer, thus di-
rectly computing SINR as S

I+N
. The samples vary in the

values of S and I. This variation is obtained by changing
the distances between transmitter-receiver and interferer-
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receiver pairs. The transmitter receiver distance is varied
from 1 foot to 64 feet5 in discrete steps. For each such
transmitter-receiver distance, the interferer-receiver distance
is also varied from 1 foot to 64 feet.

The following measurements are performed in three suc-
cessive steps for each transmitter-receiver and interferer-
receiver distance pair. Each experiment in each step is pre-
ceded by the base station sending command message(s) and
followed by the base station sending poll messages to collect
the data. All packet transmissions in the testbed are done
with 128 byte packets.

1. Noise estimation: Noise is measured by sampling the
RSS register in the CC2420 radio when there is no
other transmission. The receiver samples its RSS reg-
ister every 20 ms for a period of 6 seconds. Using the
valid values thus obtained6 the average noise at the
receiver in the network is computed.

2. Pairwise RSS measurement: Transmitter and inter-
ferer take turn to send 1000 packets in succession to
the receiver. Each packet transmission time is approx-
imately 4 ms. The receiver samples the RSS register
every 3 ms to obtain RSS on its link with the cor-
responding sender. (More frequent sampling did not
change the measured RSS.) It is possible that some of
these samples may have been taken when the sender is
not transmitting. Such samples are filtered out from
the dataset by comparing it with the noise estimate
obtained in step 1. The average of RSS value from
transmitter is taken as S, while the RSS from inter-
ferer is taken as I for calculating the SINR. This entire
step is repeated for 8 different transmit powers cover-
ing the entire transmit power range of CC2420 radio
from -32.5 dBm to 0 dBm. In all, this results in 64
experiments.

3. Concurrent transmission: In each experiment, the trans-
mitter and the interferer ‘concurrently’ transmit 1000
packets each. The receiver records the number of pack-
ets it received correctly from the transmitter. This de-
fines the packet reception rate (PRR) for the transmitter-
receiver link in the presence of the interferer. This step
is also repeated for 8 different transmit powers cover-
ing the entire transmit power range of CC2420 radio
from -32.5 dBm to 0 dBm to exactly correspond to the
step 2 above.

The above three steps are done in succession so that noise
and RSS measurements (in steps 1 and 2) are as fresh as
possible when PRR is measured in step 3. This is to avoid
any form of noise/RSS fluctuations over time. In the mea-
surement time period we did not observe any statistically
significant fluctuations. For example, when steps 1 and 2
are repeated we obtained samples statistically similar as be-
fore.

For each PRR obtained in step 3 above, the SINR is calcu-
lated using measurements from step 1 and 2. A scatterplot
showing the results of this experiments is shown in Figure 4.
The results show that for SINR greater than about 5 dB,

5The TelosB datasheet [1] documents that its indoor RF
range upto 64 feet.
6Not all read attempts for the register produce valid val-
ues [31].
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PRR is almost 100%. As mentioned before, there is a tran-
sition region [36] between (−3) to 5 dB where packets are
received with a probability less than 1. This region is some-
what noisy and predictability is poor (also observed in [36]
albeit for a different radio). The PRR trails down to 0 below
(−3) dB. We also show a fitted curve using a linear interpo-
lation of average values in buckets of 1 dB each. This fitted
curve provides the PRR vs. SINR model that will used in
our later analysis. This model can also be used directly by
a scheduling algorithm.

3.2 Validation with Multiple Interferers
While in theory the physical model is dependent only on

the received powers and not on the number of interferers,
previous work has made an observation in the contrary,
albeit for an older generation radio (CC1000) [29]. Much
was attributed to hardware imperfections and measurement
noise. Since we undertake a measurement-based paradigm,
it is of interest to validate the above empirically derived
model in presence of multiple interferers. In the next sub-
section, we will also extend this validation for multiple chan-
nels and multiple transmit powers. These validations are key
to assumption that only received powers drive the model and
not any other parameter.

We develop a systematic methodology for validation with
multiple interferers. Let us denote by RSSp

r (s) the received
signal strength at node r when a node s transmits with trans-
mit power p; and by Nr the ambient noise at r. Assume
that a set of nodes, Φ, is active simultaneously transmiting
at power p. Then, we also denote the PRR at r from a node
i ∈ Φ as PRRp

r(i, Φ). In this case, the SINR at r for node i
is given by

SINRp
r(i, Φ) =

RSSp
r (i)

Nr +
∑

∀j∈Φ,j 6=i

RSSp
r (j)

(1)

SINRp
r(i, Φ) above can be computed from individual pair-

wise RSS measurements done separately. PRRp
r(i, Φ) can

be directly measured by making the nodes in Φ transmit
together at power p and by measuring PRR at node r for
packets transmitted by i. This provides a data point for the
PRR vs. SINR relation. In fact, just one single experiment
with the nodes in Φ transmitting together can provide PRR
at any node r /∈ Φ for each sender i ∈ Φ. Such experiments
can be repeated for different Φ and p in different settings,
providing many data points for the PRR vs. SINR relation.

Similar measurements as in Section 3.1 are performed in
three successive steps on the 20-node indoor testbed to this
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end. Only one transmit power is used (−32.5 dBm). One
other important difference here is that there are more than
one interferer and thus more than two concurrent transmit-
ters, i.e., Φ > 2. This makes step 3 only slightly more
elaborate. Here, a set of nodes Φ ‘concurrently’ transmit
1000 packets each. All nodes r /∈ Φ act as receivers. Each
receiver records the number of packets it received correctly
from each transmitter. This defines the packet reception
rate (PRR) for different links in presence of a set of inter-
fering transmissions. The set Φ was chosen randomly out of
the 20 nodes in the network. The size of set Φ was varied
from 3 to 6. 100 such random sets are used for each chosen
value of |Φ|.

At the end of the measurement process, we have 100 ×
|Φ| × (20− |Φ|) data points for the PRR vs. SINR relation
for each |Φ|. We show these as scatterplots in Figure 5 cat-
egorizing into different values for |Φ|. For brevity, only 4, 5
and 6 transmitter cases are presented, which means 3, 4 and
5 interferers, respectively. This categorization is specifically
intended to demonstrate that the relationship is indepen-
dent of the number of interferers and interference does work
in an additive fashion as the theory predicts (at least upto
the extent of 5 interferers that we could study). The fitted
curve developed in the previous subsection is shown as well
for comparison. Note the excellent fit. The coefficient of de-
termination (R2) values for these experiments with respect
to the fitted curve is always over 0.90.

In a separate work [16], we conducted more extensive ex-
periments to verify the additive nature of interference. The
results reported there revealed excellent agreement between
measured aggregated interference and sum of the individual
RSS’s from the interferers with R2 = 0.99. It shows that
the observations in [29] is quite likely due to imperfections
and high degree of measurement noises in older generation
hardware.

3.3 Validation with Multiple Channels and
Transmit Powers

So far, we have used only one channel (channel fA) and the
same transmit power (-32.5 dBm) in our multiple interferer
modeling experiments. Since often scheduling protocols use
multiple channels (see, e.g., [3]) and different transmit pow-
ers (see, e.g., [5]) to exploit diversity, we want to also vali-
date whether the PRR vs. SINR relationship depends upon
transmit power or transmission channel. While an exhaus-
tive evaluation is combinatorially explosive, we have carried
out a large number of experiments to validate that the em-
pirical PRR vs. SINR relationship obtained in Figure 5 does
hold for various power levels and channels. For lack of space
we report a subset of the results in Figure 6.

The same methodology is followed as before. Step 2 is re-
peated with senders transmitting at three different transmit
power levels and on three channels (See Section 2). Ho-
mogenous transmit powers have been chosen to reduce the
number of experiments. Each experiment is repeated so that
the receivers can measure noise and RSS in each channel. In
step 3, the channels are selected randomly for randomly cho-
sen set of transmitting nodes, Φ. A subset of results is shown
in Figure 6 shown against the same fitted curve. Note that,
generally speaking, the SINR vs PRR relation remains fairly
independent of different transmit powers and use of multiple
overlapping channels. We again have an R2 value of at least
0.90 for these results.

3.4 Discussions
While one could like a better overall confidence than 0.90,

we attribute the remaining variations to hardware differ-
ences between individual motes and measurement errors.
Given our experience vis-a-vis prior work [29], we feel that
low-power radios have matured enough that a purely
measurement-based SINR profiling independent of any other
parameter is possible and is usable in scheduling studies.

We have also investigated whether the analytical BER vs.
SNR curves can be directly used instead of profiling the PRR
vs. SINR relation via measurements. Such analytical curves
can be derived from the knowledge of modulation/coding
and the noise processes. See [12] for the analytical BER vs
SNR curves for 802.15.4. We found that this curve is about
2 dB shifted towards the left from the fitted curve we have
derived here. Much can be attributed to this difference –
from measurement errors in the low-cost radio to the fact
that spectral characteristics of interference is different than
AWGN noise assumed in the analytical curve. Calibrating
the analytical model with measurements would be interest-
ing, but is of little value in the work we are pursuing here.

4. PAIRWISE INTERFERENCE MODELS
One goal of our work is to experimentally compare in-

terference models. Our comparison points will be various
pairwise interference models that are commonly used in lit-
erature. They consider interference within only pairs of links
as opposed to sets of links as in the physical interference
model. The advantage of pairwise models is that the inter-
ference can be represented in terms of a conflict graph [13],
which makes modeling and analysis straightforward. For
example, for scheduling one simply needs to find an inde-
pendent set of nodes in the conflict graph. In this section,
we present the pairwise models and the empirical techniques
used to instantiate the models.

Before we describe the models, let us define some nota-
tions. Assume that the network graph is denoted by G(V, E).
A communication link between two nodes u, v ∈ V (u is the
sender and v is the receiver) is denoted by l(u, v) ∈ E. As-
sume that the physical distance between the two nodes is
d(u, v). In the following, we enumerate the conditions un-
der which each model predicts that a link l(x, y) interferes
with another link l(u, v). These models consider this inter-
ference in a binary sense — PRR on l(u, v) will be 0 if l(x, y)
interferes, else the PRR will be 1. This is make it amenable
to conflict graph representation.

4.1 Description of Models
Hop-based model: Hop-based interference model [28] states
that link l(x, y) interferes with link l(u, v), if node x is within
k hops of v in the graph G. k is usually 1 or 2. Many
scheduling works [27] have used this model to simplify the
interference assumptions.

Range-based model: The range based model uses two
range or distance parameters, namely, transmission range
(dT ) and interference range (dI). It assumes that for any
link l(u, v) ∈ E, d(u, v) ≤ dT . It also states that l(x, y)
interferes with l(u, v), if d(x, v) ≤ dI . Many modeling and
protocol studies [3] in wireless networks use such a model
(often referred to as disk model). Range-based model is
believed to be more accurate than the hop-based model, but
it does not take into account the capture effect – if the sender
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(a) 4 transmitters (3 interferer).
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(b) 5 transmitters (4 interferers).
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(c) 6 transmitters (5 interferers).

Figure 5: PRR vs. SINR for different number of interferers. The fitted curve on (bold, red) is shown for
reference.
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(a) single channel, power -25 dBm
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(b) single channel, power -21 dBm
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(c) multi channel, power -32.5 dBm

Figure 6: PRR vs. SINR results for 3 transmitters with different transmit powers and channels. Single
channel experiment results with transmit powers of -25 dBm and -21 dBm are shown in (a) and (b) while
multichannel experiment result with transmit power of -31.5 dBm is shown in (c). The fitted curve (bold,
red) is shown for reference.

and receiver are close enough, the packet can be successfully
received even when there is an interferer present close by.

Protocol model: The protocol model was first introduced
in [11]. This model also assumes a concept of transmission
range as before, i.e., for any link l(u, v) ∈ E, d(u, v) ≤ dT .
The model also states that link l(x, y) will interfere with
l(u, v) if d(x, v) ≤ (1 + ∆)d(u, v), where ∆ ≥ 0. This
model improves on the range-based model by making in-
terference dependent on the ratio of the distances between
sender-receiver and interferer-receiver and thus tries to ad-
dress the capture effect. ∆ is assumed to be independent of
the distance d(x, v) and d(u, v).

Link quality-based model: Models using any concept of
distance or SINR require pairwise distance or signal strength
measurements. This may not be feasible always. To ad-
dress this we introduce a new model that defines interference
based on link quality as measured by PRR in absence of in-
terference from another link. In this model, link l(x, y) will
interfere with l(u, v) if link l(x, v) has a PRR more than a
given threshold (interference threshold).7 It is also assumed
that the link l(u, v) already has a strong quality, charac-
terized by a high PRR (PRR larger than an given thresh-
old called transmission threshold). Note that transmission
threshold must be larger than interference threshold.

7Note that link l(x, v) may not exist in the network graph
G. So consider it hypothetical.

4.2 Instantiating Models
Just like the physical model in Section 3 the above pair-

wise models must be instantiated. This means that various
model parameters need to be determined. But unlike the
physical model, for which we separately verified the addi-
tive nature of interference, the classical definitions of pair-
wise models are taken as the ground truth (as described in
Section 4.1) and we just instantiate them through measure-
ments. In our work, transmission threshold is set at 99%.
All links with PRR equal or more than 99% are considered
links in the network graph G. Using this definition of link,
we say that an interferer interferes with a link if the con-
current transmission from the interferer and the transmitter
causes the receiver to receive less than 99% of packets from
the transmitter. Using this definition of interference, we
perform experiments to instantiate various models. We fol-
low a similar methodology with the three node setup as in
Section 3.1 (single interferer modeling).

To instantiate the range-based model, the following tech-
nique is used. The distance between the transmitter and
the receiver is slowly increased from a very small value. The
transmit power is kept constant. The PRR of link from the
transmitter to the receiver drops below 99% at some dis-
tance. This distance is the transmission range, or dT . To
measure the interference range, dI , we first keep both the
transmitter and the interferer at distance dT from the re-
ceiver. Then the interferer is slowly moved further away
from the receiver. For each such distance, PRR is measured
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Model Parameters for indoor scenario Parameters for outdoor scenario
(Transmit power = −32.5 dBm) (Transmit power = 0 dBm)

Hop-based k =1 (1 hop) k =1 (1 hop)
Range-based dI = 45 inch dI = 255 inch
Protocol ∆ = 0.36 ∆ = 0.67
Link quality-based interference threshold = 0.0 interference threshold = 0.0

Physical (thresholded) PRR vs. SINR model (Sec. 3) PRR vs. SINR model (Sec. 3)
interference SINR threshold = 5 dB SINR threshold = 5 dB
Physical interference (graded) PRR vs. SINR model (Sec. 3) PRR vs. SINR model (Sec. 3)

Table 1: Summary of model parameters used in experiments.

at the receiver, when both transmitter and interferer are
active concurrently. The PRR usually starts close to 0%
and increases with increasing distance of the interferer. The
distance at which PRR on transmitter-receiver link crosses
99% is taken as the interference range, dI .

For the protocol model, we use ∆ such that dI = (1 +
∆)dT . Values of dI and dT are obtained from the above
experiments. Since, ∆ should not depend on the distances
between transmitter-receiver or interferer-receiver, any pair
of distances which cause interference should suffice. Thus,
using dI and dT is sufficient.

The link quality-based model is instantiated in a simi-
lar manner by using an interference threshold such that the
PRR on the transmitter-receiver link drops below 99%. This
directly corresponds to the PRR on the interferer-receiver
link when interferer is at distance dI from receiver and the
transmitter is at distance dT from the receiver. For hop-
based model, k=1 (one hop) as well as k=2 (two hop) mod-
els are evaluated. It was found that one-hop model gives
better accuracy and is thus considered henceforth.

The above instantiation experiments are performed both
for the indoor and outdoor 20 nodes testbeds separately us-
ing transmit power of −32.5 dBm and 0 dBm respectively.
The resulting parameters are listed in Table 1. For com-
pleteness the physical interference models are also included
here.

5. COMPARING INTERFERENCE MODELS
Our goal here is to compare various pairwise interfer-

ence models with the SINR-based physical model for TDMA
transmission scheduling. Since scheduling essentially deter-
mines ‘feasible’ transmission sets (links) in each slot subject
to an interference model, a model’s responsibility is to de-
scribe which sets of links are feasible together and which are
not.

As evaluating all sets of links is intractable (there are ex-
ponentially many such sets), the best way to compare the
interference models is to do a sampling study by comparing
modeling accuracy in predicting the feasibility of a randomly
chosen set of links. The measure of modeling accuracy is
simply the difference between the measured throughput for
the chosen set of links and the predicted throughput per the
given model.

We conducted the experiments in two different setups –
our 20 node indoor testbed and the 20 node outdoor testbed,
as described in Section 2.4. We used -32.5 dBm transmit
power in the indoor testbed and 0 dBm in the outdoor
testbed. All links with PRR (in absence of interference)
equal or more than 99% are considered links in the network
graph G. It is possible that if the transmission threshold is

chosen to be very different certain models may behave more
conservatively or aggressively leading to somewhat different
conclusions than we will make here. For brevity, we stick to
a single choice of transmission threshold in this paper that
signifies quite strong network links.

5.1 Use of Random Matchings
For the sampling study as mentioned before, it is pos-

sible to do some optimizations. Any scheduling algorithm
must avoid the so-called primary interference, i.e., interfer-
ence between links with a common endpoint in the network
graph. Thus, the algorithm must choose a matching8 on the
network graph as we are only considering unicast transmis-
sions. Thus, instead of using random subset of links, we can
use random matchings. There is no point in evaluating non-
matchings as they will never be scheduled by any algorithm.
Interestingly, use of matchings does not necessarily reduce
the complexity of the problem as there can be exponentially
many matchings. Thus, we still need to do random sam-
pling. Choosing random matchings is intractable as well.
Thus, we resort to a heuristic to pick random matchings.
The heuristic is described in the Appendix.

About 13,000 random matchings are used for the indoor
experiments and about 3,000 for the outdoor, providing sig-
nificant data sets. Such large data set also makes the study
relatively independent of the topology used. This is because
we could independently verify that the data set included
many instances of links well distributed over the relevant
range of SINR values.

For each randomly selected matching the actual through-
put (normalized) of each link is evaluated when all links in
the matching are transmitting concurrently in the testbed.
The normalized throughput is simply the number of pack-
ets received on each link divided by the number of packets
transmitted on this link. For each matching, 1000 concur-
rent transmissions are done over all links in the matching to
calculate throughput.

5.2 Modeling Error
Each random set of matching is used as input to a pre-

dictor that evaluates the link throughput predicted by each
interference model discussed in Sections 3 and 4. All links in
a given matching may not be deemed feasible by a given in-
terference model. Thus, for the binary models, the through-
puts of all conflicting links in a matching are assumed to be
0 and those of the non-conflicting links are assumed to be
1. For the physical model, the throughputs are simply the
PRRs as determined by the PRR vs. SINR relation.

8A matching is a set of links such that no two links have a
common end point.
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(a) Actual error.

 0

 10

 20

 30

 40

 50

 60

 70

 80

 90

 100

 0  0.1  0.2  0.3  0.4  0.5  0.6  0.7  0.8  0.9  1

Pe
rc

en
ta

ge
 o

f l
in

ks

Errors

Physical (Graded)
Physical (Thresholded)

One hop
Link quality

Range
Protocol

(b) Absolute error.

Figure 7: Indoor testbed (-32.5 dBm transmit power): CDF of modeling errors (per Equation 2) for different
interference models. (Absolute error is simply the absolute value of the actual error.)
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(a) Absolute error in transition region.
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(b) Absolute error in non-transition region.

Figure 8: Indoor testbed (-32.5 dBm transmit power): CDF of absolute modeling errors (per Equation 2) for
different interference models, with data split into transition and non-transition regions.

The modeling error is evaluated in the following fashion.
Given a matching Mi consisting of |Mi| links we denote
the measured throughput for j-th link in this matching as
Γj

i (measured) and the predicted throughput by model k as

Γj
i (model(k)). Then the modeling error for the interference

model k with respect to the j-th link in the matching Mi is
given by

errorj
i (model(k)) = Γj

i (measured)− Γj
i (model(k)). (2)

5.3 Experimental Results
Experiments are performed in the two 20-node testbeds.

For the indoor testbed the lowest transmit power (-32.5
dBm) and for the outdoor testbed the highest transmit power
(0 dBm) are used. The cumulative distribution function
(CDF) of the modeling errors (Equation 2) is plotted to
compare various interference models. Figure 7 and Figure 9
show the CDF plots for indoor and outdoor testbeds re-
spectively. Note that the very smooth nature of the indoor
results is due to a very large dataset (13,000 matchings).

From the CDF results, we can see that overall the graded

physical interference model is the most accurate. The 90-
percentile error is about 0.25 for indoor and about 0.2 for
outdoor experiments. The 80-percentile error is down to 0.07
and 0.12, respectively. Also, note that while the accuracy is
good, it is not excellent. We will come back to this question
momentarily. The thresholded physical model is a close sec-
ond to the graded model, with 80-percentile error close to
zero for indoor and 0.15 for outdoor experiments. But the
90-percentile error for the thresholded model is very high,
close to 0.9 for indoor and 0.6 for outdoor. This high error
is due to the fact the thresholded physical model is quite
accurate for links outside the transition region, but links in
the transition region are predicted to have zero throughput.
The percentage of links which lie in transition region for our
experiments is approximately 20%. Thus thresholded model
gives large error for 20% of cases.

The pairwise models have higher error. The best one
among them roughly trails the physical model by 12-18 per-
centile points for the same error target. They also exhibit
some interesting characteristics. Note the nature of the ab-
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(a) Actual error.
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(b) Absolute error.

Figure 9: Outdoor testbed (0 dBm transmit power): CDF of modeling errors (per Equation 2) for different
interference models. (Absolute error is simply the absolute value of the actual error.)
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(a) Absolute error in transition region.
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(b) Absolute error in non-transition region.

Figure 10: Outdoor testbed (0 dBm transmit power): CDF of absolute modeling errors (per Equation 2) for
different interference models, with data split into transition and non-transition regions.

solute error plots (Figure 7(b) and 9(b)) – first a sharp rise
near 0, then relatively flat and then again a sharp rise near
1. This denotes a bimodal error distribution – most errors
are either very low or very high. The reason for this is the bi-
nary nature of these models. Note also some of these models
have significant bias, they tend to either under-estimation or
over-estimation (see Figures 7(a) and 9(a)). Sometimes this
bias is not even consistent. This happens for the range-based
model that over-estimates in the indoor scenario and under-
estimates in the outdoor scenario. Much of these problems
is related to the fact that these models depend on estimation
of a single model parameter. Among these models, the hop
based and the protocol model perform relatively better, but
this is again scenario-specific.

Now, let us get back to modeling accuracy question for our
best model – the graded physical model. It was observed be-
fore, albeit with an older mote/radio platform [36], that the
links in the transition region are hard to estimate accurately.
This is because a slight measurement error makes a signif-
icant difference in the estimate. To investigate this issue

further in our platform, we split out the results presented in
Figures 7(b) and 9(b) into two parts, for the transition and
non-transition regions. Recall that from our model instan-
tiation experience in Section 3, we found that the transition
region for CC24020 radio is −3 to 5 dB. The new plots are
shown in Figures 8 and 10. Note the poorer accuracy of all
models in the transition region relative to the non-transition
region. But the graded physical interference model still per-
forms better than all other models. The thresholded physi-
cal model does much worse than the graded physical model
in the transition region. It performs as bad as the other
pairwise models. It is interesting to note that both graded
and thresholded physical models are very accurate for the
non-transition region case, 90-percentile error is about 1%
for the indoor setup and 80-percentile error is about 1% for
the outdoor scenario.

We summarize our general findings below:

1. Generally speaking, the graded physical interference
model outperforms any other. However, the overall
accuracy is not perfect, particularly in outdoors.
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2. If a binary interference model is to be used (all exist-
ing scheduling algorithms rely on such models), thresh-
olded physical model is still the best overall, but this
is worse that the graded model.

3. The best performing pairwise model is about 12-18
percentile points poorer than the physical model de-
pending on the environment and error target.

4. If a pairwise model must be used, either protocol or
hop-based approach should be preferred. Hop-based
model worked well in our indoor experiments and the
protocol model for outdoor experiments.

5. The range-based model, while widely used in litera-
ture, performs quite poorly in both testbeds. This is
even with relationship to a much simpler hop-based
model.

6. EVALUATING SCHEDULING
PERFORMANCE

The previous section evaluated the accuracy of various in-
terference models in predicting the feasibility of a randomly
chosen set of links. While these evaluations are very compre-
hensive, they only evaluate modeling accuracy, but do not
directly model real performances when used in a scheduling
algorithm. This is because a scheduling algorithm consid-
ers only specific subsets of links for feasibility. This is en-
tirely algorithm dependent. To gain some insight here, we
now study the performance of various interference models
for making actual scheduling decisions. We limit our work
only to the indoor testbed using transmit power −32.5dBm.
Our work here is split into two parts. First, we study all
models using a greedy scheduling algorithm – similar to the
one used in literature [6, 28, 34] – for scheduling all links in
the network. The graded physical model, however, cannot
be considered here, as no scheduling algorithm exists in cur-
rent literature to account for the probabilistic (non-binary)
behavior in this model. So, in the second part, we separately
consider the graded model and evaluate its performance for
a simplified scheduling problem (one-shot scheduling [8]).

6.1 Scheduling All Links Using Greedy
Algorithm

For a fair comparison, we use the same greedy scheduling
algorithm for all models. It is simple to implement and
performance bounds are known for specific models [4,6,28].
The link demand vector is an input to the algorithm. The
demand for a link is simply the number of packets to be
scheduled on the link. The schedule is a sequence of slots
with a feasible set of links to be scheduled in each slot. In
our implementation, each slot is equivalent to one packet
(128 bytes) transmission and processing time in the mote
(12.5ms). The greedy algorithm works as follows.

Input: Network graph G = (V, E), demand vector on the
links f = (f1, . . . , f|E|) and interference model. The in-
terference model specifies which set of links are ‘feasible’
together.
Output: Schedule S = {S1, S2, . . . , Sτ}, where Sk is a feasi-
ble set of links scheduled in the same slot. τ is the schedule
length.
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Figure 11: Measured aggregate throughput for var-
ious interference models for four different link de-
mand vectors (indoor testbed, -32.5 dBm transmit
power).

Algorithm:

1. Order and rename links such that f1 ≥ f2 ≥ f3 . . . ≥
f|E|.

2. Set i = 1, S = φ, τ = 0. (Initial schedule is empty.)

3. Schedule link i in the very first available slot where
it can be scheduled interference-free according to the
given interference model. If no such slot of feasible,
increment τ and schedule the link in the last slot. (In-
crementing τ is equivalent to creating a new empty slot
at the end of the current schedule.)

4. Repeat step 3 above fi times.

5. Increment i. Go back to step 3 until i > |E|.
The physical (thresholded), link quality-based, Range-based,

protocol and 1-hop models are considered. As mentioned
before, the graded physical model is not considered as the
greedy algorithm handles feasibility in a binary sense (either
feasible or not). This model will be considered separately in
the next subsection.

The models are compared in the following fashion. Differ-
ent models generate different schedules for a given demand
vector. Four different demand vectors are considered for
experiments. The links are split into two equal sets ran-
domly. One set has one packet each. The other set has i
packets each for vector i. The schedules generated by each
model are evaluated using direct TDMA scheduling exper-
iments on the testbed. Due to modeling inaccuracy some
slots may have links scheduled that are infeasible in the ex-
periments. This leads to packet losses. The lost packets
are retransmitted. To do this, fresh schedules are computed
with only packets lost in the previous attempt constituting
link demands. All schedule computation is done by the ‘base
station’ which also has access to all packet loss information
(see section 2). This procedure is repeated until all pack-
ets are successfully transmitted.9 The above constitutes one

9Note that this strategy may get ‘stuck,’ where links sched-
uled in one slot are all infeasible in reality, and the same links
are scheduled in one slot again during retransmissions. This
will lead to repeated losses as the same scheduling pattern
will continue. This could be addressed (but not perfectly re-
solved) via randomizing the order of the links considered in
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trial. Trials are repeated 1000 times for each demand vector
and the performance is averaged to determine the measured
aggregate throughput in packets/slot. The results are pre-
sented in Figure 11. As expected, physical model has the
best throughput, 1-hop model a close second, losing about
5%–20% of throughput. The range-based model generally
performs the worst, losing more than 40% of throughput in
all cases.

The results here are in general agreement with the obser-
vations in the previous section (see Figure 7) except for the
link quality model. Relative performance of this model is
better in scheduling than what we saw before. This is likely
due to significant conservative estimates (note large positive
errors in this model in Figure 7) in this model that works
favorably here. This is because the given demand vectors
have packets on all links.

6.2 Graded vs. Thresholded Physical Model:
One Shot Scheduling

We did not consider the graded physical model above as
the greedy scheduling can only use a binary model (links
are either feasible or not). However, the graded model has
proved to be the most accurate in our evaluations in Sec-
tion 5. So, it is also instructive to investigate its potential
for scheduling.

The thresholded model does perform excellently outside
the transition region, but its performance is quite poor in
the transition region. The graded model, while not excellent
in the transition region either, is still much better than its
thresholded counterpart. For example, in the indoor case,
the 70-percentile error in the graded model is about 20%,
while in the thresholded model it is close to 90% (see Fig-
ure 8a). A natural question arises: Can this improved accu-
racy for the transition region be gainfully used in scheduling?
Another way to argue this would be to say that the thresh-
olded model is unduly conservative. It only allows transmis-
sions with very high (close to 1) probability of success. Can
we gain extra capacity by allowing transmissions with less
than perfect success probability? Note that extra capacity
could be substantial if there are many links in the transition
region.10 To address this question we need to develop new
scheduling algorithms that can treat links as non-binary.

A comprehensive treatment of this topic is beyond the
scope of this paper, where we want to focus on measure-
ments only. However, to make our observations stronger,
we study here a simplified scheduling problem called “One
Shot Scheduling” [8] and experiment with scheduling algo-
rithms both for graded and thresholded physical interference
models. The one shot scheduling problem picks a subset S
of links to be scheduled from a given set L such that the ag-
gregate throughput is maximized. We redefine throughput
as ‘expected throughput’ as we are dealing with probabilis-
tic transmission success. The one shot scheduling problem
for the thresholded physical model is intractable [8]. But,
for small size of L, it is computationally feasible to exhaus-
tively look for the optimal subset Sopt to be scheduled. Any
set of schedulable links has to be a matching. Thus, we can

the algorithm. We did not, however, see this behavior in our
experiments. Note that this is a fundamental problem for
using an inaccurate interference model, and does not have a
perfect solution.

10We are sometimes using the expression “links in transition
region” to mean links with SINR in the transition region.

pre-select L as a matching. With a 20 node network |L| is
upper-bounded by 10. Thus, exhaustive search is feasible
to obtain optimal schedules for both models. One needs to
evaluate only 1024 possibilities.

The experiments are done on the indoor testbed as fol-
lows. First, we obtain the connectivity graph of the net-
work. Since we are comparing only physical models, here
we define network links as those with SNR greater than the
the SINR threshold (5 dB). For each experiment, we pick a
random matching L from the connectivity graph such that
the |L| is equal or close to 10. For each model, we estimate
the throughput of each subset S of L and then choose the
optimal subset Sopt which provides the maximum aggregate
throughput. Note that the Sopt for the graded model can
be different than Sopt for the thresholded model. Thus, for
each experiment, we schedule both these subsets one by one
in the testbed to find their respective throughputs (using a
process similar to used in Section 5). The receiver for each
link records the respective PRR and the base station col-
lects this information at the end of the step and determines
the aggregate throughput. We perform 50 such experiments
with different random choice of L each time and each exper-
iment is repeated 5 times to obtain an average throughput
for each model as well as confidence intervals.

The results are shown in Figure 12. Throughput is ex-
pressed in terms of average number of packets successfully
transmitted per slot. This is the Y-axis. The individual
experiments (i.e., different choices of L) are shown on the
X-axis, sorted in the order of increasing throughput for the
graded model for visual clarity. For each experiment, the
throughput for thresholded model is drawn as a bar graph
on the left while the throughput for graded model is drawn
on the right. 95% confidence intervals are shown using er-
ror bars. They are usually very small, particularly for the
thresholded model. The model predictions are also shown.

It is easy to see that in 90% of the experiments, graded
model gives higher throughput. Overall, the graded model
got 3.14 packets/slot successfully transmitted per experi-
ment while thresholded model got 2.45 packets/slot. This is
an improvement of about 28%. However, the modeling error
(difference between predicted and measured throughput) is
significant for the graded model in about 30% of the cases,
while this is true only for 10% of the cases for the thresholded
model. This is expected as the graded model schedules links
in the transition region that has relatively poor predictabil-
ity. However, we do see that the thresholded model is not
perfect either.

This simple one shot scheduling experiment shows the
power of using graded physical interference model instead
of using the more conventional thresholded model for use in
scheduling. We expect that the general observations here
applies for other types of wireless networks also, and not
just with low-power radio links.

7. RELATED WORK
A recent paper by Brar et al. [6] is complimentary to our

work. Here, the authors investigate algorithms for the phys-
ical interference model and show via simulations that such
modeling leads to more efficient schedules relative to the pro-
tocol model. However, the simulations use straightforward
propagation and radio models. We also arrive at similar con-
clusions, albeit via a more elaborate experimentally based
method, but in the context of low-power wireless links.
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Figure 12: Results of the One Shot Scheduling experiment comparing the thresholded vs. graded physical
interference models (indoor testbed, -32.5 dBm transmit power).

Researchers have only begun to study effect of interfer-
ence in wireless networks using experimental methods. The
authors in [36] have studied the transition region and quan-
tified its effects. The analysis in the paper is also supported
by experimental validation using a motes testbed, though
with a different (CC1000) radio. Many of our observations
are also similar. Another work [29] by the same group has
considered the effect of multiple interferers. They however
concluded that the SINR threshold is dependent on num-
ber of interferers and the joint interference is not necessar-
ily the sum of individual interference powers. They also
observed slightly different behaviors dependent on received
power ranges. As described in Section 3, our conclusions are
somewhat different with the newer radio platforms, and we
have derived a more classical model [24].

In a different work [30], the authors have concluded from
measurements on MicaZ motes with CC2420 radios, that
RSSI is a good estimate of link quality. This observation
is also confirmed by the success of our SINR-based models.
In another work [35], the authors investigated the accuracy
of the range-based interference model by conducting exper-
iments with Mica2 motes. They concluded that it is inaccu-
rate and proposed a new protocol to detect run-time radio
interference relation among nodes. Our results also point
out the inaccuracies in range-based models.

Experimental work has also considered 802.11-based sys-
tems to study interference behavior. The difference here
is that the sender-side (carrier-sense) behavior in the MAC
protocol must also be modeled. This phenomenon is absent
in TDMA scheduling. Notable articles are as follows. Single
and multiple interferer scenarios have been modeled in [25]
and [14,23], respectively. The need for modeling ‘graded’ in-
terference has been demonstrated in [22]. The need for mod-
eling multiple interferers has been motivated in [7]. Tech-
niques for generating interference maps have been developed
in [21]. [15] has investigated the capture effect.

8. CONCLUSIONS
There are several contributions in this work. First, we de-

velop and validate a purely measurement-based method to
instantiate SINR-based physical interference model. Second,
we compare the accuracy of different interference models via
extensive experimentation on two different motes testbeds –

low power, indoors and high power, outdoors. The general
conclusion is that the physical interference model provides
the best accuracy. But it is still far from being perfect (90-
percentile error about 20-25%). Many commonly used mod-
els such as hop-based, range-based and protocol model have
poorer accuracy. In case a pairwise model must be used,
our experience indicates that the range-based model should
be avoided. This provided the worst performance across the
board, while the experience with other models varied. Third,
we observe that while the thresholded physical interference
model is used in existing scheduling algorithms, it is overly
conservative and does not utilize links in the so-called tran-
sition region. We have shown the potential of scheduling
such links by directly using the graded physical model in a
scheduling problem. We expect that this observation will
generate new research in exploiting the graded nature of the
physical model for better scheduling.

As a part of our future work, we will strengthen the ob-
servations made here with more scenarios. Also, our general
methodology is radio-independent. Thus, it will be inter-
esting to carry out similar experiments on other commodity
radio platforms. Use of CSMA as a MAC layer model is also
an interesting direction. In this case, modeling link or path
capacities for different upper layer uses (e.g., routing) for
different interference models is a promising direction. Some
work in this direction has already been done [14, 23], albeit
using 802.11 protocol.
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APPENDIX
A. CHOOSING RANDOM MATCHING

Assume, M is the matching to be picked randomly. We
first choose |M |, the size of M . Ideally this should be chosen
randomly based on the probability of choosing matchings of
different sizes. Since this is a hard problem we use the prob-
ability of choosing a matching of size |M | ‘approximated’

to be C(|E|,|M|)
2|E| , where C(n, k) is “n choose k.” Once the

size is picked randomly based on this probability, a random
matching is computed by simply selecting random links in
sequence and by putting them in a set so long as the set
remains a matching. For some sizes, the sequence in which
links are chosen may not provide a matching of the desired
size. In such cases, this trial is discarded and a new random
trial is used.
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